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Models

Some important models:
1. Generalized random networks;
2. Small-world networks;
3. Generalized affiliation networks;
4. Scale-free networks;
5. Statistical generative models (p∗).
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Models

Generalized random networks:
I Arbitrary degree distribution Pk .
I Create (unconnected) nodes with degrees sampled

from Pk .
I Wire nodes together randomly.
I Create ensemble to test deviations from

randomness.
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Building random networks: Stubs

Phase 1:
I Idea: start with a soup of unconnected nodes with

stubs (half-edges):

I Randomly select stubs
(not nodes!) and
connect them.

I Must have an even
number of stubs.

I Initially allow self- and
repeat connections.
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Building random networks: First rewiring

Phase 2:
I Now find any (A) self-loops and (B) repeat edges and

randomly rewire them.

(A) (B)
I Being careful: we can’t change the degree of any

node, so we can’t simply move links around.
I Simplest solution: randomly rewire two edges at a

time.
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General random rewiring algorithm

1
1

i3
i4

i2

e2

ei
I Randomly choose two edges.

(Or choose problem edge and
a random edge)

I Check to make sure edges
are disjoint.

i3
i4

i2

1
e’2

i

e’

1 I Rewire one end of each edge.
I Node degrees do not change.
I Works if e1 is a self-loop or

repeated edge.
I Same as finding on/off/on/off

4-cycles. and rotating them.
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Sampling random networks

Phase 2:
I Use rewiring algorithm to remove all self and repeat

loops.

Phase 3:
I Randomize network wiring by applying rewiring

algorithm liberally.
I Rule of thumb: # Rewirings ' 10 × # edges [10].
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People thinking about people:

How are social networks structured?
I How do we define and measure connections?

I Methods/issues of self-report and remote sensing.

What about the dynamics of social networks?
I How do social networks/movements begin & evolve?

I How does collective problem solving work?

I How does information move through social networks?

I Which rules give the best ‘game of society?’

Sociotechnical phenomena and algorithms:
I What can people and computers do together? (google)

I Use Play + Crunch to solve problems. Which problems?
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Social Search

A small slice of the pie:
I Q. Can people pass messages between distant

individuals using only their existing social
connections?

I A. Apparently yes...
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Milgram’s social search experiment (1960s)

http://www.stanleymilgram.com

I Target person =
Boston stockbroker.

I 296 senders from Boston and
Omaha.

I 20% of senders reached
target.

I chain length ' 6.5.

Popular terms:
I The Small World

Phenomenon;
I “Six Degrees of Separation.”
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The problem

Lengths of successful chains:
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From Travers and
Milgram (1969) in
Sociometry: [13]

“An Experimental
Study of the Small
World Problem.”
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The problem

Two features characterize a social ‘Small World’:
1. Short paths exist, (= Geometric piece)

and
2. People are good at finding them. (= Algorithmic

piece)
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Social Search

Milgram’s small world experiment with email:

“An Experimental study of Search in Global Social Networks”
P. S. Dodds, R. Muhamad, and D. J. Watts,
Science, Vol. 301, pp. 827–829, 2003. [6]
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Social search—the Columbia experiment

I 60,000+ participants in 166 countries
I 18 targets in 13 countries including

I a professor at an Ivy League university,
I an archival inspector in Estonia,
I a technology consultant in India,
I a policeman in Australia,

and
I a veterinarian in the Norwegian army.

I 24,000+ chains

We were lucky and contagious (more later):
“Using E-Mail to Count Connections” (�), Sarah Milstein,
New York Times, Circuits Section (December, 2001)
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All targets: 4

Table S1

Target City Country Occupation Gender N Nc (%) r  (r0) <L>

1 Novosibirsk Russia PhD student F 8234 20(0.24) 64 (76) 4.05

2 New York USA Writer F 6044 31 (0.51) 65 (73) 3.61

3 Bandung Indonesia Unemployed M 8151 0 66 (76) n/a

4 New York USA Journalist F 5690 44 (0.77) 60 (72) 3.9

5 Ithaca USA Professor M 5855 168 (2.87) 54 (71) 3.84

6 Melbourne Australia Travel Consultant F 5597 20 (0.36) 60 (71) 5.2

7 Bardufoss Norway Army veterinarian M 4343 16 (0.37) 63 (76) 4.25

8 Perth Australia Police Officer M 4485 4 (0.09) 64 (75) 4.5

9 Omaha USA Life Insurance

Agent

F 4562 2 (0.04) 66 (79) 4.5

10 Welwyn Garden City UK Retired M 6593 1 (0.02) 68 (74) 4

11 Paris France Librarian F 4198 3 (0.07) 65 (75) 5

12 Tallinn Estonia Archival Inspector M 4530 8 (0.18) 63(79) 4

13 Munich Germany Journalist M 4350 32 (0.74) 62 (74) 4.66

14 Split Croatia Student M 6629 0 63 (77) n/a

15 Gurgaon India Technology

Consultant

M 4510 12 (0.27) 67 (78) 3.67

16 Managua Nicaragua Computer analyst M 6547 2 (0.03) 68 (78) 5.5

17 Katikati New Zealand Potter M 4091 12 (0.3) 62 (74) 4.33

18 Elderton USA Lutheran Pastor M 4438 9 (0.21) 68 (76) 4.33

Totals 98,847 384 (0.4) 63 (75) 4.05

Personal data for the 18 targets. N is the number of individuals who were assigned the corresponding

target, Nc is number of chains that completed, ro is the fraction of individuals who registered at the

website but did not subsequently forward messages, r is the average fraction of incomplete chains that

were not forwarded at each step after the first, and <L> is the mean path length of completed chains.
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Social search—the Columbia experiment

I Milgram’s participation rate was roughly 75%
I Email version: Approximately 37% participation rate.
I Probability of a chain of length 10 getting through:

.3710 ' 5× 10−5

I ⇒ 384 completed chains (1.6% of all chains).

http://www.uvm.edu
http://www.uvm.edu/~pdodds
http://www.uvm.edu
http://www.uvm.edu/~pdodds
http://www.uvm.edu
http://www.uvm.edu/~pdodds
http://www.uvm.edu
http://www.uvm.edu/~pdodds
http://www.nytimes.com/2001/12/20/technology/circuits/20STUD.html
http://www.uvm.edu
http://www.uvm.edu/~pdodds
http://www.uvm.edu
http://www.uvm.edu/~pdodds


Core Models of
Complex Networks

Generalized
random networks

Small-world
networks
Main story

Generalized affiliation
networks

Nutshell

Scale-free
networks
Main story

A more plausible
mechanism

Robustness

Redner & Krapivisky’s
model

Nutshell

References

20 of 107

Social search—the Columbia experiment

I Motivation/Incentives/Perception matter.
I If target seems reachable
⇒ participation more likely.

I Small changes in attrition rates
⇒ large changes in completion rates

I e.g.,↘ 15% in attrition rate
⇒↗ 800% in completion rate
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Social search—the Columbia experiment

Comparing successful to unsuccessful chains:
I Successful chains used relatively weaker ties:
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Social search—the Columbia experiment

Successful chains disproportionately used:
I Weak ties, Granovetter [7]

I Professional ties (34% vs. 13%)
I Ties originating at work/college
I Target’s work (65% vs. 40%)

. . . and disproportionately avoided
I hubs (8% vs. 1%) (+ no evidence of funnels)
I family/friendship ties (60% vs. 83%)

Geography→Work
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Social search—the Columbia experiment

Senders of successful messages showed
little absolute dependency on
I age, gender
I country of residence
I income
I religion
I relationship to recipient

Range of completion rates for subpopulations:
30% to 40%
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Social search—the Columbia experiment

Nevertheless, some weak discrepencies do exist...

Contrived hypothetical above average connector:
Norwegian, secular male, aged 30-39, earning over
$100K, with graduate level education working in mass
media or science, who uses relatively weak ties to people
they met in college or at work.

Contrived hypothetical below average connector:
Italian, Islamic or Christian female earning less than $2K,
with elementary school education and retired, who uses
strong ties to family members.
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Social search—the Columbia experiment

Mildly bad for continuing chain:
choosing recipients because “they have lots of friends” or
because they will “likely continue the chain.”

Why:
I Specificity important
I Successful links used relevant information.

(e.g. connecting to someone who shares same
profession as target.)
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Social search—the Columbia experiment

Basic results:
I 〈L〉 = 4.05 for all completed chains
I L∗ = Estimated ‘true’ median chain length (zero

attrition)
I Intra-country chains: L∗ = 5
I Inter-country chains: L∗ = 7
I All chains: L∗ = 7
I Milgram: L∗ ' 9
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Usefulness:

Harnessing social search:
I Can distributed social search be used for something

big/good?
I What about something evil? (Good idea to check.)
I What about socio-inspired algorithms for information

search? (More later.)
I For real social search, we have an incentives

problem.
I Which kind of influence mechanisms/algorithms

would help propagate search?
I Fun, money, prestige, ... ?
I Must be ‘non-gameable.’
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Red balloons:

A Grand Challenge:
I 1969: The Internet is born (�)

(the ARPANET (�)—four nodes!).
I Originally funded by DARPA who created a grand

Network Challenge (�) for the 40th anniversary.
I Saturday December 5, 2009: DARPA puts 10 red

weather balloons up during the day.
I Each 8 foot diameter balloon is anchored to the

ground somewhere in the United States.
I Challenge: Find the latitude and longitude of each

balloon.
I Prize: $40,000.

∗DARPA = Defense Advanced Research Projects Agency (�).
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Where the balloons were:
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Finding red balloons:

The winning team and strategy:
I MIT’s Media Lab (�) won in less than 9 hours. [11]

I Pickard et al. “Time-Critical Social Mobilization,” [11]

Science Magazine, 2011.
I People were virally recruited online to help out.
I Idea: Want people to both (1) find the balloons, and

(2) involve more people.
I Recursive incentive structure with exponentially

decaying payout:
I $2000 for correctly reporting the coordinates of a

balloon.
I $1000 for recruiting a person who finds a balloon.
I $500 for recruiting a person who recruits the balloon

finder, . . .
I (Not a Ponzi scheme.)

I True victory: Colbert interviews Riley Crane (�)
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Finding balloons:

Clever scheme:
I Max payout = $4000 per balloon.
I Individuals have clear incentives to both

1. involve/source more people (spread), and
2. find balloons (goal action).

I Gameable?
I Limit to how much money a set of bad actors can

extract.

Extra notes:
I MIT’s brand helped greatly.
I MIT group first heard about the competition a few

days before. Ouch.
I A number of other teams did well (�).
I Worthwhile looking at these competing strategies. [11]
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The social world appears to be small... why?

Theory: how do we understand the small world
property?
I Connected random networks have short average

path lengths:
〈dAB〉 ∼ log(N)

N = population size,
dAB = distance between nodes A and B.

I But: social networks aren’t random...
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Simple socialness in a network:

Need “clustering” (your
friends are likely to
know each other):
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Non-randomness gives clustering:

A

B

dAB = 10→ too many long paths.
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Randomness + regularity

B

A

Now have dAB = 3 〈d〉 decreases overall
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Small-world networks

Introduced by Watts and Strogatz (Nature, 1998) [15]

“Collective dynamics of ‘small-world’ networks.”

Small-world networks were found everywhere:
I neural network of C. elegans,
I semantic networks of languages,
I actor collaboration graph,
I food webs,
I social networks of comic book characters,...

Very weak requirements:
I local regularity + random short cuts
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Toy model:

Nature © Macmillan Publishers Ltd 1998

8

letters to nature

NATURE | VOL 393 | 4 JUNE 1998 441

removed from a clustered neighbourhood to make a short cut has, at
most, a linear effect on C; hence C(p) remains practically unchanged
for small p even though L(p) drops rapidly. The important implica-
tion here is that at the local level (as reflected by C(p)), the transition
to a small world is almost undetectable. To check the robustness of
these results, we have tested many different types of initial regular
graphs, as well as different algorithms for random rewiring, and all
give qualitatively similar results. The only requirement is that the
rewired edges must typically connect vertices that would otherwise
be much farther apart than Lrandom.

The idealized construction above reveals the key role of short
cuts. It suggests that the small-world phenomenon might be
common in sparse networks with many vertices, as even a tiny
fraction of short cuts would suffice. To test this idea, we have
computed L and C for the collaboration graph of actors in feature
films (generated from data available at http://us.imdb.com), the
electrical power grid of the western United States, and the neural
network of the nematode worm C. elegans17. All three graphs are of
scientific interest. The graph of film actors is a surrogate for a social
network18, with the advantage of being much more easily specified.
It is also akin to the graph of mathematical collaborations centred,
traditionally, on P. Erdös (partial data available at http://
www.acs.oakland.edu/!grossman/erdoshp.html). The graph of
the power grid is relevant to the efficiency and robustness of
power networks19. And C. elegans is the sole example of a completely
mapped neural network.

Table 1 shows that all three graphs are small-world networks.
These examples were not hand-picked; they were chosen because of
their inherent interest and because complete wiring diagrams were
available. Thus the small-world phenomenon is not merely a
curiosity of social networks13,14 nor an artefact of an idealized

model—it is probably generic for many large, sparse networks
found in nature.

We now investigate the functional significance of small-world
connectivity for dynamical systems. Our test case is a deliberately
simplified model for the spread of an infectious disease. The
population structure is modelled by the family of graphs described
in Fig. 1. At time t ¼ 0, a single infective individual is introduced
into an otherwise healthy population. Infective individuals are
removed permanently (by immunity or death) after a period of
sickness that lasts one unit of dimensionless time. During this time,
each infective individual can infect each of its healthy neighbours
with probability r. On subsequent time steps, the disease spreads
along the edges of the graph until it either infects the entire
population, or it dies out, having infected some fraction of the
population in the process.

p = 0 p = 1 
Increasing randomness

Regular Small-world Random

Figure 1 Random rewiring procedure for interpolating between a regular ring

lattice and a random network, without altering the number of vertices or edges in

the graph. We start with a ring of n vertices, each connected to its k nearest

neighbours by undirected edges. (For clarity, n ¼ 20 and k ¼ 4 in the schematic

examples shown here, but much larger n and k are used in the rest of this Letter.)

We choose a vertex and the edge that connects it to its nearest neighbour in a

clockwise sense. With probability p, we reconnect this edge to a vertex chosen

uniformly at random over the entire ring, with duplicate edges forbidden; other-

wise we leave the edge in place. We repeat this process by moving clockwise

around the ring, considering each vertex in turn until one lap is completed. Next,

we consider the edges that connect vertices to their second-nearest neighbours

clockwise. As before, we randomly rewire each of these edges with probability p,

and continue this process, circulating around the ring and proceeding outward to

more distant neighbours after each lap, until each edge in the original lattice has

been considered once. (As there are nk/2 edges in the entire graph, the rewiring

process stops after k/2 laps.) Three realizations of this process are shown, for

different values of p. For p ¼ 0, the original ring is unchanged; as p increases, the

graph becomes increasingly disordered until for p ¼ 1, all edges are rewired

randomly. One of our main results is that for intermediate values of p, the graph is

a small-world network: highly clustered like a regular graph, yet with small

characteristic path length, like a random graph. (See Fig. 2.)

Table 1 Empirical examples of small-world networks

Lactual Lrandom Cactual Crandom
.............................................................................................................................................................................
Film actors 3.65 2.99 0.79 0.00027
Power grid 18.7 12.4 0.080 0.005
C. elegans 2.65 2.25 0.28 0.05
.............................................................................................................................................................................
Characteristic path length L and clustering coefficient C for three real networks, compared
to random graphs with the same number of vertices (n) and average number of edges per
vertex (k). (Actors: n ¼ 225;226, k ¼ 61. Power grid: n ¼ 4;941, k ¼ 2:67. C. elegans: n ¼ 282,
k ¼ 14.) The graphs are defined as follows. Two actors are joined by an edge if they have
acted in a film together. We restrict attention to the giant connected component16 of this
graph, which includes !90% of all actors listed in the Internet Movie Database (available at
http://us.imdb.com), as of April 1997. For the power grid, vertices represent generators,
transformers and substations, and edges represent high-voltage transmission lines
between them. For C. elegans, an edge joins two neurons if they are connected by either
a synapse or a gap junction. We treat all edges as undirected and unweighted, and all
vertices as identical, recognizing that these are crude approximations. All three networks
show the small-world phenomenon: L ! Lrandom but C q Crandom.
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Figure 2 Characteristic path length L(p) and clustering coefficient C(p) for the

family of randomly rewired graphs described in Fig. 1. Here L is defined as the

number of edges in the shortest path between two vertices, averaged over all

pairs of vertices. The clustering coefficient C(p) is defined as follows. Suppose

that a vertex v has kv neighbours; then at most kvðkv " 1Þ=2 edges can exist

between them (this occurs when every neighbour of v is connected to everyother

neighbour of v). Let Cv denote the fraction of these allowable edges that actually

exist. Define C as the average of Cv over all v. For friendship networks, these

statistics have intuitive meanings: L is the average number of friendships in the

shortest chain connecting two people; Cv reflects the extent to which friends of v

are also friends of each other; and thus C measures the cliquishness of a typical

friendship circle. The data shown in the figure are averages over 20 random

realizations of the rewiring process described in Fig.1, and have been normalized

by the values L(0), C(0) for a regular lattice. All the graphs have n ¼ 1;000 vertices

and an average degree of k ¼ 10 edges per vertex. We note that a logarithmic

horizontal scale has been used to resolve the rapid drop in L(p), corresponding to

the onset of the small-world phenomenon. During this drop, C(p) remains almost

constant at its value for the regular lattice, indicating that the transition to a small

world is almost undetectable at the local level.
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removed from a clustered neighbourhood to make a short cut has, at
most, a linear effect on C; hence C(p) remains practically unchanged
for small p even though L(p) drops rapidly. The important implica-
tion here is that at the local level (as reflected by C(p)), the transition
to a small world is almost undetectable. To check the robustness of
these results, we have tested many different types of initial regular
graphs, as well as different algorithms for random rewiring, and all
give qualitatively similar results. The only requirement is that the
rewired edges must typically connect vertices that would otherwise
be much farther apart than Lrandom.

The idealized construction above reveals the key role of short
cuts. It suggests that the small-world phenomenon might be
common in sparse networks with many vertices, as even a tiny
fraction of short cuts would suffice. To test this idea, we have
computed L and C for the collaboration graph of actors in feature
films (generated from data available at http://us.imdb.com), the
electrical power grid of the western United States, and the neural
network of the nematode worm C. elegans17. All three graphs are of
scientific interest. The graph of film actors is a surrogate for a social
network18, with the advantage of being much more easily specified.
It is also akin to the graph of mathematical collaborations centred,
traditionally, on P. Erdös (partial data available at http://
www.acs.oakland.edu/!grossman/erdoshp.html). The graph of
the power grid is relevant to the efficiency and robustness of
power networks19. And C. elegans is the sole example of a completely
mapped neural network.

Table 1 shows that all three graphs are small-world networks.
These examples were not hand-picked; they were chosen because of
their inherent interest and because complete wiring diagrams were
available. Thus the small-world phenomenon is not merely a
curiosity of social networks13,14 nor an artefact of an idealized

model—it is probably generic for many large, sparse networks
found in nature.

We now investigate the functional significance of small-world
connectivity for dynamical systems. Our test case is a deliberately
simplified model for the spread of an infectious disease. The
population structure is modelled by the family of graphs described
in Fig. 1. At time t ¼ 0, a single infective individual is introduced
into an otherwise healthy population. Infective individuals are
removed permanently (by immunity or death) after a period of
sickness that lasts one unit of dimensionless time. During this time,
each infective individual can infect each of its healthy neighbours
with probability r. On subsequent time steps, the disease spreads
along the edges of the graph until it either infects the entire
population, or it dies out, having infected some fraction of the
population in the process.

p = 0 p = 1 
Increasing randomness

Regular Small-world Random

Figure 1 Random rewiring procedure for interpolating between a regular ring

lattice and a random network, without altering the number of vertices or edges in

the graph. We start with a ring of n vertices, each connected to its k nearest

neighbours by undirected edges. (For clarity, n ¼ 20 and k ¼ 4 in the schematic

examples shown here, but much larger n and k are used in the rest of this Letter.)

We choose a vertex and the edge that connects it to its nearest neighbour in a

clockwise sense. With probability p, we reconnect this edge to a vertex chosen

uniformly at random over the entire ring, with duplicate edges forbidden; other-

wise we leave the edge in place. We repeat this process by moving clockwise

around the ring, considering each vertex in turn until one lap is completed. Next,

we consider the edges that connect vertices to their second-nearest neighbours

clockwise. As before, we randomly rewire each of these edges with probability p,

and continue this process, circulating around the ring and proceeding outward to

more distant neighbours after each lap, until each edge in the original lattice has

been considered once. (As there are nk/2 edges in the entire graph, the rewiring

process stops after k/2 laps.) Three realizations of this process are shown, for

different values of p. For p ¼ 0, the original ring is unchanged; as p increases, the

graph becomes increasingly disordered until for p ¼ 1, all edges are rewired

randomly. One of our main results is that for intermediate values of p, the graph is

a small-world network: highly clustered like a regular graph, yet with small

characteristic path length, like a random graph. (See Fig. 2.)

Table 1 Empirical examples of small-world networks

Lactual Lrandom Cactual Crandom
.............................................................................................................................................................................
Film actors 3.65 2.99 0.79 0.00027
Power grid 18.7 12.4 0.080 0.005
C. elegans 2.65 2.25 0.28 0.05
.............................................................................................................................................................................
Characteristic path length L and clustering coefficient C for three real networks, compared
to random graphs with the same number of vertices (n) and average number of edges per
vertex (k). (Actors: n ¼ 225;226, k ¼ 61. Power grid: n ¼ 4;941, k ¼ 2:67. C. elegans: n ¼ 282,
k ¼ 14.) The graphs are defined as follows. Two actors are joined by an edge if they have
acted in a film together. We restrict attention to the giant connected component16 of this
graph, which includes !90% of all actors listed in the Internet Movie Database (available at
http://us.imdb.com), as of April 1997. For the power grid, vertices represent generators,
transformers and substations, and edges represent high-voltage transmission lines
between them. For C. elegans, an edge joins two neurons if they are connected by either
a synapse or a gap junction. We treat all edges as undirected and unweighted, and all
vertices as identical, recognizing that these are crude approximations. All three networks
show the small-world phenomenon: L ! Lrandom but C q Crandom.
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Figure 2 Characteristic path length L(p) and clustering coefficient C(p) for the

family of randomly rewired graphs described in Fig. 1. Here L is defined as the

number of edges in the shortest path between two vertices, averaged over all

pairs of vertices. The clustering coefficient C(p) is defined as follows. Suppose

that a vertex v has kv neighbours; then at most kvðkv " 1Þ=2 edges can exist

between them (this occurs when every neighbour of v is connected to everyother

neighbour of v). Let Cv denote the fraction of these allowable edges that actually

exist. Define C as the average of Cv over all v. For friendship networks, these

statistics have intuitive meanings: L is the average number of friendships in the

shortest chain connecting two people; Cv reflects the extent to which friends of v

are also friends of each other; and thus C measures the cliquishness of a typical

friendship circle. The data shown in the figure are averages over 20 random

realizations of the rewiring process described in Fig.1, and have been normalized

by the values L(0), C(0) for a regular lattice. All the graphs have n ¼ 1;000 vertices

and an average degree of k ¼ 10 edges per vertex. We note that a logarithmic

horizontal scale has been used to resolve the rapid drop in L(p), corresponding to

the onset of the small-world phenomenon. During this drop, C(p) remains almost

constant at its value for the regular lattice, indicating that the transition to a small

world is almost undetectable at the local level.

I L(p) = average shortest path length as a function of p

I C(p) = average clustring as a function of p
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Previous work—finding short paths

But are these short cuts findable?

Nope. [8]

Nodes cannot find each other quickly
with any local search method.

Need a more sophisticated model...
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Previous work—finding short paths

I What can a local search method reasonably use?
I How to find things without a map?
I Need some measure of distance between friends

and the target.

Some possible knowledge:
I Target’s identity
I Friends’ popularity
I Friends’ identities
I Where message has been
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Previous work—finding short paths

Jon Kleinberg (Nature, 2000) [8]

“Navigation in a small world.”

Allowed to vary:
1. local search algorithm

and
2. network structure.
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Previous work—finding short paths

Kleinberg’s Network:
1. Start with regular d-dimensional cubic lattice.
2. Add local links so nodes know all nodes within a

distance q.
3. Add m short cuts per node.
4. Connect i to j with probability

pij ∝ xij
−α.

I α = 0: random connections.
I α large: reinforce local connections.
I α = d : connections grow logarithmically in space.
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Previous work—finding short paths

Theoretical optimal search:
I “Greedy” algorithm.
I Number of connections grow logarithmically (slowly)

in space: α = d .
I Social golf.

Search time grows slowly with system size (like log2 N).

But: social networks aren’t lattices plus links.

http://www.uvm.edu
http://www.uvm.edu/~pdodds
http://www.uvm.edu
http://www.uvm.edu/~pdodds
http://www.uvm.edu
http://www.uvm.edu/~pdodds
http://www.uvm.edu
http://www.uvm.edu/~pdodds
http://www.uvm.edu
http://www.uvm.edu/~pdodds
http://www.uvm.edu
http://www.uvm.edu/~pdodds


Core Models of
Complex Networks

Generalized
random networks

Small-world
networks
Main story

Generalized affiliation
networks

Nutshell

Scale-free
networks
Main story

A more plausible
mechanism

Robustness

Redner & Krapivisky’s
model

Nutshell

References

44 of 107

Previous work—finding short paths

I If networks have hubs can also search well: Adamic
et al. (2001) [1]

P(ki) ∝ k−γi

where k = degree of node i (number of friends).
I Basic idea: get to hubs first

(airline networks).
I But: hubs in social networks are limited.
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The problem

If there are no hubs and no underlying lattice, how can
search be efficient?

b

a

Which friend of a is closest
to the target b?

What does ‘closest’ mean?

What is ‘social distance’?
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Models

One approach: incorporate identity.

Identity is formed from attributes such as:
I Geographic location
I Type of employment
I Religious beliefs
I Recreational activities.

Groups are formed by people with at least one similar
attribute.

Attributes⇔ Contexts⇔ Interactions⇔ Networks.
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Social distance—Bipartite affiliation networks

c d ea b

2 3 41

a

b

c

d

e

contexts

individuals

unipartite
network

I Bipartite affiliation networks: boards and directors,
movies and actors.
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Social distance—Context distance

eca

high school
teacher

occupation

health careeducation

nurse doctorteacher
kindergarten

db
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Models

Distance between two individuals xij is the height of
lowest common ancestor.

b=2

g=6

i j

l=4

kv

xij = 3, xik = 1, xiv = 4.
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Models

I Individuals are more likely to know each other the
closer they are within a hierarchy.

I Construct z connections for each node using

pij = c exp{−αxij}.

I α = 0: random connections.
I α large: local connections.
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Models

Generalized affiliation networks

100

eca b d

geography occupation age

0

I Blau & Schwartz [4], Simmel [12], Breiger [5], Watts et
al. [14]
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The model

h=2

i j

h=3

i, j

i

h=1

j

~vi = [1 1 1]T , ~vj = [8 4 1]T Social distance:

x1
ij = 4, x2

ij = 3, x3
ij = 1. yij = min

h
xh

ij .
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The model

Triangle inequality doesn’t hold:

k

h=2

i, ji j,k

h=1

yik = 4 > yij + yjk = 1 + 1 = 2.
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The model

I Individuals know the identity vectors of
1. themselves,
2. their friends,

and
3. the target.

I Individuals can estimate the social distance between
their friends and the target.

I Use a greedy algorithm + allow searches to fail
randomly.
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The model-results—searchable networks

α = 0 versus α = 2 for N ' 105:

1 3 5 7 9 11 13 15
−2.5

−2

−1.5

−1

−0.5

H

lo
g 10

q

q ≥ r
q < r
r = 0.05

q = probability an arbitrary message chain reaches a
target.

I A few dimensions help.
I Searchability decreases as population increases.
I Precise form of hierarchy largely doesn’t matter.
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The model-results

Milgram’s Nebraska-Boston data:
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Model parameters:
I N = 108,
I z = 300, g = 100,
I b = 10,
I α = 1, H = 2;

I 〈Lmodel〉 ' 6.7
I Ldata ' 6.5
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Social search—Data

Adamic and Adar (2003)
I For HP Labs, found probability of connection as

function of organization distance well fit by
exponential distribution.

I Probability of connection as function of real distance
∝ 1/r .
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Social Search—Real world uses

I Tags create identities for objects
I Website tagging: http://bitly.com
I (e.g., Wikipedia)
I Photo tagging: http://www.flickr.com
I Dynamic creation of metadata plus links between

information objects.
I Folksonomy: collaborative creation of metadata
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Social Search—Real world uses

Recommender systems:
I Amazon uses people’s actions to build effective

connections between books.
I Conflict between ‘expert judgments’ and

tagging of the hoi polloi.
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Nutshell for Small-World Networks:
I Bare networks are typically unsearchable.
I Paths are findable if nodes understand how network

is formed.
I Importance of identity (interaction contexts).
I Improved social network models.
I Construction of peer-to-peer networks.
I Construction of searchable information databases.

Core Models of
Complex Networks

Generalized
random networks

Small-world
networks
Main story

Generalized affiliation
networks

Nutshell

Scale-free
networks
Main story

A more plausible
mechanism

Robustness

Redner & Krapivisky’s
model

Nutshell

References

64 of 107

Scale-free networks

I Networks with power-law degree distributions have
become known as scale-free networks.

I Scale-free refers specifically to the degree
distribution having a power-law decay in its tail:

Pk ∼ k−γ for ‘large’ k

I One of the seminal works in complex networks:
Laszlo Barabási and Reka Albert, Science, 1999:
“Emergence of scaling in random networks” [3]

Google Scholar: Cited ≈ 16,050 times
(as of March 18, 2013)

I Somewhat misleading nomenclature...
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Scale-free networks

I Scale-free networks are not fractal in any sense.
I Usually talking about networks whose links are

abstract, relational, informational, . . . (non-physical)
I Primary example: hyperlink network of the Web
I Much arguing about whether or networks are

‘scale-free’ or not. . .
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Some real data (we are feeling brave):

From Barabási and Albert’s original paper [3]:

ing systems form a huge genetic network
whose vertices are proteins and genes, the
chemical interactions between them repre-
senting edges (2). At a different organization-
al level, a large network is formed by the
nervous system, whose vertices are the nerve
cells, connected by axons (3). But equally
complex networks occur in social science,
where vertices are individuals or organiza-
tions and the edges are the social interactions
between them (4 ), or in the World Wide Web
(WWW), whose vertices are HTML docu-
ments connected by links pointing from one
page to another (5, 6 ). Because of their large
size and the complexity of their interactions,
the topology of these networks is largely
unknown.

Traditionally, networks of complex topol-
ogy have been described with the random
graph theory of Erdős and Rényi (ER) (7 ),
but in the absence of data on large networks,
the predictions of the ER theory were rarely
tested in the real world. However, driven by
the computerization of data acquisition, such
topological information is increasingly avail-
able, raising the possibility of understanding
the dynamical and topological stability of
large networks.

Here we report on the existence of a high
degree of self-organization characterizing the
large-scale properties of complex networks.
Exploring several large databases describing
the topology of large networks that span
fields as diverse as the WWW or citation
patterns in science, we show that, indepen-
dent of the system and the identity of its
constituents, the probability P(k) that a ver-
tex in the network interacts with k other
vertices decays as a power law, following
P(k) ! k"#. This result indicates that large
networks self-organize into a scale-free state,
a feature unpredicted by all existing random
network models. To explain the origin of this
scale invariance, we show that existing net-
work models fail to incorporate growth and
preferential attachment, two key features of
real networks. Using a model incorporating

these two ingredients, we show that they are
responsible for the power-law scaling ob-
served in real networks. Finally, we argue
that these ingredients play an easily identifi-
able and important role in the formation of
many complex systems, which implies that
our results are relevant to a large class of
networks observed in nature.

Although there are many systems that
form complex networks, detailed topological
data is available for only a few. The collab-
oration graph of movie actors represents a
well-documented example of a social net-
work. Each actor is represented by a vertex,
two actors being connected if they were cast
together in the same movie. The probability
that an actor has k links (characterizing his or
her popularity) has a power-law tail for large
k, following P(k) ! k"#actor, where #actor $
2.3 % 0.1 (Fig. 1A). A more complex net-
work with over 800 million vertices (8) is the
WWW, where a vertex is a document and the
edges are the links pointing from one docu-
ment to another. The topology of this graph
determines the Web’s connectivity and, con-
sequently, our effectiveness in locating infor-
mation on the WWW (5). Information about
P(k) can be obtained using robots (6 ), indi-
cating that the probability that k documents
point to a certain Web page follows a power
law, with #www $ 2.1 % 0.1 (Fig. 1B) (9). A
network whose topology reflects the histori-
cal patterns of urban and industrial develop-
ment is the electrical power grid of the west-
ern United States, the vertices being genera-
tors, transformers, and substations and the
edges being to the high-voltage transmission
lines between them (10). Because of the rel-
atively modest size of the network, contain-
ing only 4941 vertices, the scaling region is
less prominent but is nevertheless approxi-
mated by a power law with an exponent
#power ! 4 (Fig. 1C). Finally, a rather large
complex network is formed by the citation
patterns of the scientific publications, the ver-
tices being papers published in refereed jour-
nals and the edges being links to the articles

cited in a paper. Recently Redner (11) has
shown that the probability that a paper is
cited k times (representing the connectivity of
a paper within the network) follows a power
law with exponent #cite $ 3.

The above examples (12) demonstrate that
many large random networks share the com-
mon feature that the distribution of their local
connectivity is free of scale, following a power
law for large k with an exponent # between
2.1 and 4, which is unexpected within the
framework of the existing network models.
The random graph model of ER (7 ) assumes
that we start with N vertices and connect each
pair of vertices with probability p. In the
model, the probability that a vertex has k
edges follows a Poisson distribution P(k) $
e"&&k/k!, where

& ! N"N " 1

k
#pk'1 " p(N"1"k

In the small-world model recently intro-
duced by Watts and Strogatz (WS) (10), N
vertices form a one-dimensional lattice,
each vertex being connected to its two
nearest and next-nearest neighbors. With
probability p, each edge is reconnected to a
vertex chosen at random. The long-range
connections generated by this process de-
crease the distance between the vertices,
leading to a small-world phenomenon (13),
often referred to as six degrees of separa-
tion (14 ). For p $ 0, the probability distri-
bution of the connectivities is P(k) $ )(k "
z), where z is the coordination number in
the lattice; whereas for finite p, P(k) still
peaks around z, but it gets broader (15). A
common feature of the ER and WS models
is that the probability of finding a highly
connected vertex (that is, a large k) decreas-
es exponentially with k; thus, vertices with
large connectivity are practically absent. In
contrast, the power-law tail characterizing
P(k) for the networks studied indicates that
highly connected (large k) vertices have a
large chance of occurring, dominating the
connectivity.

There are two generic aspects of real net-
works that are not incorporated in these mod-
els. First, both models assume that we start
with a fixed number (N) of vertices that are
then randomly connected (ER model), or re-
connected (WS model), without modifying
N. In contrast, most real world networks are
open and they form by the continuous addi-
tion of new vertices to the system, thus the
number of vertices N increases throughout
the lifetime of the network. For example, the
actor network grows by the addition of new
actors to the system, the WWW grows expo-
nentially over time by the addition of new
Web pages (8), and the research literature
constantly grows by the publication of new
papers. Consequently, a common feature of

Fig. 1. The distribution function of connectivities for various large networks. (A) Actor collaboration
graph with N $ 212,250 vertices and average connectivity *k+ $ 28.78. (B) WWW, N $
325,729, *k+ $ 5.46 (6). (C) Power grid data, N $ 4941, *k+ $ 2.67. The dashed lines have
slopes (A) #actor $ 2.3, (B) #www $ 2.1 and (C) #power $ 4.

R E P O R T S

15 OCTOBER 1999 VOL 286 SCIENCE www.sciencemag.org510

 o
n
 O

c
to

b
e
r 

1
9
, 
2
0
0
7
 

w
w

w
.s

c
ie

n
c
e
m

a
g
.o

rg
D

o
w

n
lo

a
d
e
d
 f
ro

m
 

Core Models of
Complex Networks

Generalized
random networks

Small-world
networks
Main story

Generalized affiliation
networks

Nutshell

Scale-free
networks
Main story

A more plausible
mechanism

Robustness

Redner & Krapivisky’s
model

Nutshell

References

67 of 107

Random networks: largest components

γ = 2.5
〈k〉 = 1.8

γ = 2.5
〈k〉 = 1.6

γ = 2.5
〈k〉 = 2.05333

γ = 2.5
〈k〉 = 1.50667

γ = 2.5
〈k〉 = 1.66667

γ = 2.5
〈k〉 = 1.62667

γ = 2.5
〈k〉 = 1.92

γ = 2.5
〈k〉 = 1.8
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Scale-free networks

The big deal:
I We move beyond describing networks to finding

mechanisms for why certain networks are the way
they are.

A big deal for scale-free networks:
I How does the exponent γ depend on the

mechanism?
I Do the mechanism details matter?
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BA model

I Barabási-Albert model = BA model.
I Key ingredients:

Growth and Preferential Attachment (PA).
I Step 1: start with m0 disconnected nodes.
I Step 2:

1. Growth—a new node appears at each time step
t = 0,1,2, . . ..

2. Each new node makes m links to nodes already
present.

3. Preferential attachment—Probability of connecting to
i th node is ∝ ki .

I In essence, we have a rich-gets-richer scheme.
I Yes, we’ve seen this all before in Simon’s model.
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BA model

I Definition: Ak is the attachment kernel for a node
with degree k .

I For the original model:

Ak = k

I Definition: Pattach(k , t) is the attachment probability.
I For the original model:

Pattach(node i , t) =
ki(t)∑N(t)

j=1 kj(t)
=

ki(t)∑kmax(t)
k=0 kNk (t)

where N(t) = m0 + t is # nodes at time t
and Nk (t) is # degree k nodes at time t .
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Approximate analysis

I When (N + 1)th node is added, the expected
increase in the degree of node i is

E(ki,N+1 − ki,N) ' m
ki,N∑N(t)

j=1 kj(t)
.

I Assumes probability of being connected to is small.
I Dispense with Expectation by assuming (hoping) that

over longer time frames, degree growth will be
smooth and stable.

I Approximate ki,N+1 − ki,N with d
dt ki,t :

d
dt

ki,t = m
ki(t)∑N(t)

j=1 kj(t)

where t = N(t)−m0.
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Approximate analysis
I Deal with denominator: each added node brings m

new edges.

∴
N(t)∑
j=1

kj(t) = 2tm

I The node degree equation now simplifies:

d
dt

ki,t = m
ki(t)∑N(t)

j=1 kj(t)
= m

ki(t)
2mt

=
1
2t

ki(t)

I Rearrange and solve:

dki(t)
ki(t)

=
dt
2t
⇒ ki(t) = ci t1/2.

I Next find ci . . .
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Approximate analysis

I Know i th node appears at time

ti,start =

{
i −m0 for i > m0
0 for i ≤ m0

I So for i > m0 (exclude initial nodes), we must have

ki(t) = m
(

t
ti,start

)1/2

for t ≥ ti,start.

I All node degrees grow as t1/2 but later nodes have
larger ti,start which flattens out growth curve.

I First-mover advantage: Early nodes do best.
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Approximate analysis

0 10 20 30 40 50
0

5

10

15

20

t

k
i
(t)

I m = 3
I ti,start =

1,2,5, and 10.
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Degree distribution

I So what’s the degree distribution at time t?
I Use fact that birth time for added nodes is distributed

uniformly between time 0 and t:

Pr(ti,start)dti,start '
dti,start

t

I Also use

ki(t) = m
(

t
ti,start

)1/2

⇒ti,start =
m2t

ki(t)2 .

Transform variables—Jacobian:

dti,start

dki
= −2

m2t
ki(t)3 .
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Degree distribution

I

Pr(ki)dki = Pr(ti,start)dti,start

I

= Pr(ti,start)dki

∣∣∣∣dti,start

dki

∣∣∣∣
I

=
1
t

dki 2
m2t

ki(t)3

I

= 2
m2

ki(t)3 dki

I

∝ k−3
i dki .
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Degree distribution

I We thus have a very specific prediction of
Pr(k) ∼ k−γ with γ = 3.

I Typical for real networks: 2 < γ < 3.
I Range true more generally for events with size

distributions that have power-law tails.
I 2 < γ < 3: finite mean and ‘infinite’ variance (wild)
I In practice, γ < 3 means variance is governed by

upper cutoff.
I γ > 3: finite mean and variance (mild)
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Back to that real data:

From Barabási and Albert’s original paper [3]:

ing systems form a huge genetic network
whose vertices are proteins and genes, the
chemical interactions between them repre-
senting edges (2). At a different organization-
al level, a large network is formed by the
nervous system, whose vertices are the nerve
cells, connected by axons (3). But equally
complex networks occur in social science,
where vertices are individuals or organiza-
tions and the edges are the social interactions
between them (4 ), or in the World Wide Web
(WWW), whose vertices are HTML docu-
ments connected by links pointing from one
page to another (5, 6 ). Because of their large
size and the complexity of their interactions,
the topology of these networks is largely
unknown.

Traditionally, networks of complex topol-
ogy have been described with the random
graph theory of Erdős and Rényi (ER) (7 ),
but in the absence of data on large networks,
the predictions of the ER theory were rarely
tested in the real world. However, driven by
the computerization of data acquisition, such
topological information is increasingly avail-
able, raising the possibility of understanding
the dynamical and topological stability of
large networks.

Here we report on the existence of a high
degree of self-organization characterizing the
large-scale properties of complex networks.
Exploring several large databases describing
the topology of large networks that span
fields as diverse as the WWW or citation
patterns in science, we show that, indepen-
dent of the system and the identity of its
constituents, the probability P(k) that a ver-
tex in the network interacts with k other
vertices decays as a power law, following
P(k) ! k"#. This result indicates that large
networks self-organize into a scale-free state,
a feature unpredicted by all existing random
network models. To explain the origin of this
scale invariance, we show that existing net-
work models fail to incorporate growth and
preferential attachment, two key features of
real networks. Using a model incorporating

these two ingredients, we show that they are
responsible for the power-law scaling ob-
served in real networks. Finally, we argue
that these ingredients play an easily identifi-
able and important role in the formation of
many complex systems, which implies that
our results are relevant to a large class of
networks observed in nature.

Although there are many systems that
form complex networks, detailed topological
data is available for only a few. The collab-
oration graph of movie actors represents a
well-documented example of a social net-
work. Each actor is represented by a vertex,
two actors being connected if they were cast
together in the same movie. The probability
that an actor has k links (characterizing his or
her popularity) has a power-law tail for large
k, following P(k) ! k"#actor, where #actor $
2.3 % 0.1 (Fig. 1A). A more complex net-
work with over 800 million vertices (8) is the
WWW, where a vertex is a document and the
edges are the links pointing from one docu-
ment to another. The topology of this graph
determines the Web’s connectivity and, con-
sequently, our effectiveness in locating infor-
mation on the WWW (5). Information about
P(k) can be obtained using robots (6 ), indi-
cating that the probability that k documents
point to a certain Web page follows a power
law, with #www $ 2.1 % 0.1 (Fig. 1B) (9). A
network whose topology reflects the histori-
cal patterns of urban and industrial develop-
ment is the electrical power grid of the west-
ern United States, the vertices being genera-
tors, transformers, and substations and the
edges being to the high-voltage transmission
lines between them (10). Because of the rel-
atively modest size of the network, contain-
ing only 4941 vertices, the scaling region is
less prominent but is nevertheless approxi-
mated by a power law with an exponent
#power ! 4 (Fig. 1C). Finally, a rather large
complex network is formed by the citation
patterns of the scientific publications, the ver-
tices being papers published in refereed jour-
nals and the edges being links to the articles

cited in a paper. Recently Redner (11) has
shown that the probability that a paper is
cited k times (representing the connectivity of
a paper within the network) follows a power
law with exponent #cite $ 3.

The above examples (12) demonstrate that
many large random networks share the com-
mon feature that the distribution of their local
connectivity is free of scale, following a power
law for large k with an exponent # between
2.1 and 4, which is unexpected within the
framework of the existing network models.
The random graph model of ER (7 ) assumes
that we start with N vertices and connect each
pair of vertices with probability p. In the
model, the probability that a vertex has k
edges follows a Poisson distribution P(k) $
e"&&k/k!, where

& ! N"N " 1

k
#pk'1 " p(N"1"k

In the small-world model recently intro-
duced by Watts and Strogatz (WS) (10), N
vertices form a one-dimensional lattice,
each vertex being connected to its two
nearest and next-nearest neighbors. With
probability p, each edge is reconnected to a
vertex chosen at random. The long-range
connections generated by this process de-
crease the distance between the vertices,
leading to a small-world phenomenon (13),
often referred to as six degrees of separa-
tion (14 ). For p $ 0, the probability distri-
bution of the connectivities is P(k) $ )(k "
z), where z is the coordination number in
the lattice; whereas for finite p, P(k) still
peaks around z, but it gets broader (15). A
common feature of the ER and WS models
is that the probability of finding a highly
connected vertex (that is, a large k) decreas-
es exponentially with k; thus, vertices with
large connectivity are practically absent. In
contrast, the power-law tail characterizing
P(k) for the networks studied indicates that
highly connected (large k) vertices have a
large chance of occurring, dominating the
connectivity.

There are two generic aspects of real net-
works that are not incorporated in these mod-
els. First, both models assume that we start
with a fixed number (N) of vertices that are
then randomly connected (ER model), or re-
connected (WS model), without modifying
N. In contrast, most real world networks are
open and they form by the continuous addi-
tion of new vertices to the system, thus the
number of vertices N increases throughout
the lifetime of the network. For example, the
actor network grows by the addition of new
actors to the system, the WWW grows expo-
nentially over time by the addition of new
Web pages (8), and the research literature
constantly grows by the publication of new
papers. Consequently, a common feature of

Fig. 1. The distribution function of connectivities for various large networks. (A) Actor collaboration
graph with N $ 212,250 vertices and average connectivity *k+ $ 28.78. (B) WWW, N $
325,729, *k+ $ 5.46 (6). (C) Power grid data, N $ 4941, *k+ $ 2.67. The dashed lines have
slopes (A) #actor $ 2.3, (B) #www $ 2.1 and (C) #power $ 4.
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Examples

Web γ ' 2.1 for in-degree
Web γ ' 2.45 for out-degree

Movie actors γ ' 2.3
Words (synonyms) γ ' 2.8

The Internets is a different business...
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Things to do and questions

I Vary attachment kernel.
I Vary mechanisms:

1. Add edge deletion
2. Add node deletion
3. Add edge rewiring

I Deal with directed versus undirected networks.
I Important Q.: Are there distinct universality classes

for these networks?
I Q.: How does changing the model affect γ?
I Q.: Do we need preferential attachment and growth?
I Q.: Do model details matter? Maybe . . .
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Preferential attachment

I Let’s look at preferential attachment (PA) a little more
closely.

I PA implies arriving nodes have complete knowledge
of the existing network’s degree distribution.

I For example: If Pattach(k) ∝ k , we need to determine
the constant of proportionality.

I We need to know what everyone’s degree is...
I PA is ∴ an outrageous assumption of node capability.
I But a very simple mechanism saves the day. . .
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Preferential attachment through randomness

I Instead of attaching preferentially, allow new nodes
to attach randomly.

I Now add an extra step: new nodes then connect to
some of their friends’ friends.

I Can also do this at random.
I Assuming the existing network is random, we know

probability of a random friend having degree k is

Qk ∝ kPk

I So rich-gets-richer scheme can now be seen to work
in a natural way.

I Later: we’ll see that the nature of Qk means your
friends have more friends that you. #disappointing
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Robustness

I Albert et al., Nature, 2000:
“Error and attack tolerance of complex networks” [2]

I Standard random networks (Erdős-Rényi)
versus Scale-free networks:

from Albert et al., 2000
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called scale-free networks, which include the World-Wide Web3–5,
the Internet6, social networks7 and cells8. We find that such
networks display an unexpected degree of robustness, the ability
of their nodes to communicate being unaffected even by un-
realistically high failure rates. However, error tolerance comes at a
high price in that these networks are extremely vulnerable to
attacks (that is, to the selection and removal of a few nodes that
play a vital role in maintaining the network’s connectivity). Such
error tolerance and attack vulnerability are generic properties of
communication networks.

The increasing availability of topological data on large networks,
aided by the computerization of data acquisition, had led to great
advances in our understanding of the generic aspects of network
structure and development9–16. The existing empirical and theo-
retical results indicate that complex networks can be divided into
two major classes based on their connectivity distribution P(k),
giving the probability that a node in the network is connected to k
other nodes. The first class of networks is characterized by a P(k)
that peaks at an average 〈k〉 and decays exponentially for large k. The
most investigated examples of such exponential networks are the
random graph model of Erdös and Rényi9,10 and the small-world
model of Watts and Strogatz11, both leading to a fairly homogeneous
network, in which each node has approximately the same number
of links, k ! 〈k〉. In contrast, results on the World-Wide Web
(WWW)3–5, the Internet6 and other large networks17–19 indicate
that many systems belong to a class of inhomogeneous networks,
called scale-free networks, for which P(k) decays as a power-law,
that is PðkÞ"k! g, free of a characteristic scale. Whereas the prob-
ability that a node has a very large number of connections (k q 〈k〉)
is practically prohibited in exponential networks, highly connected
nodes are statistically significant in scale-free networks (Fig. 1).

We start by investigating the robustness of the two basic con-
nectivity distribution models, the Erdös–Rényi (ER) model9,10 that
produces a network with an exponential tail, and the scale-free
model17 with a power-law tail. In the ER model we first define the N
nodes, and then connect each pair of nodes with probability p. This
algorithm generates a homogeneous network (Fig. 1), whose con-
nectivity follows a Poisson distribution peaked at 〈k〉 and decaying
exponentially for k q 〈k〉.

The inhomogeneous connectivity distribution of many real net-
works is reproduced by the scale-free model17,18 that incorporates
two ingredients common to real networks: growth and preferential
attachment. The model starts with m0 nodes. At every time step t a
new node is introduced, which is connected to m of the already-
existing nodes. The probability Πi that the new node is connected
to node i depends on the connectivity ki of node i such that
Πi ¼ ki=Sjkj. For large t the connectivity distribution is a power-
law following PðkÞ ¼ 2m2=k3.

The interconnectedness of a network is described by its diameter
d, defined as the average length of the shortest paths between any
two nodes in the network. The diameter characterizes the ability of
two nodes to communicate with each other: the smaller d is, the
shorter is the expected path between them. Networks with a very
large number of nodes can have quite a small diameter; for example,
the diameter of the WWW, with over 800 million nodes20, is around
19 (ref. 3), whereas social networks with over six billion individuals

Exponential Scale-free

ba

Figure 1 Visual illustration of the difference between an exponential and a scale-free
network. a, The exponential network is homogeneous: most nodes have approximately
the same number of links. b, The scale-free network is inhomogeneous: the majority of
the nodes have one or two links but a few nodes have a large number of links,
guaranteeing that the system is fully connected. Red, the five nodes with the highest
number of links; green, their first neighbours. Although in the exponential network only
27% of the nodes are reached by the five most connected nodes, in the scale-free
network more than 60% are reached, demonstrating the importance of the connected
nodes in the scale-free network Both networks contain 130 nodes and 215 links
(〈k 〉 ¼ 3:3). The network visualization was done using the Pajek program for large
network analysis: 〈http://vlado.fmf.uni-lj.si/pub/networks/pajek/pajekman.htm〉.
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Figure 2 Changes in the diameter d of the network as a function of the fraction f of the
removed nodes. a, Comparison between the exponential (E) and scale-free (SF) network
models, each containing N ¼ 10;000 nodes and 20,000 links (that is, 〈k 〉 ¼ 4). The blue
symbols correspond to the diameter of the exponential (triangles) and the scale-free
(squares) networks when a fraction f of the nodes are removed randomly (error tolerance).
Red symbols show the response of the exponential (diamonds) and the scale-free (circles)
networks to attacks, when the most connected nodes are removed. We determined the f
dependence of the diameter for different system sizes (N ¼ 1;000; 5,000; 20,000) and
found that the obtained curves, apart from a logarithmic size correction, overlap with
those shown in a, indicating that the results are independent of the size of the system. We
note that the diameter of the unperturbed (f ¼ 0) scale-free network is smaller than that
of the exponential network, indicating that scale-free networks use the links available to
them more efficiently, generating a more interconnected web. b, The changes in the
diameter of the Internet under random failures (squares) or attacks (circles). We used the
topological map of the Internet, containing 6,209 nodes and 12,200 links (〈k 〉 ¼ 3:4),
collected by the National Laboratory for Applied Network Research 〈http://moat.nlanr.net/
Routing/rawdata/〉. c, Error (squares) and attack (circles) survivability of the World-Wide
Web, measured on a sample containing 325,729 nodes and 1,498,353 links3, such that
〈k 〉 ¼ 4:59.
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from Albert et al., 2000

I Plots of network
diameter as a function
of fraction of nodes
removed

I Erdős-Rényi versus
scale-free networks

I blue symbols =
random removal

I red symbols =
targeted removal
(most connected first)
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Robustness

I Scale-free networks are thus robust to random
failures yet fragile to targeted ones.

I All very reasonable: Hubs are a big deal.
I But: next issue is whether hubs are vulnerable or not.
I Representing all webpages as the same size node is

obviously a stretch (e.g., google vs. a random
person’s webpage)

I Most connected nodes are either:
1. Physically larger nodes that may be harder to ‘target’
2. or subnetworks of smaller, normal-sized nodes.

I Need to explore cost of various targeting schemes.
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Generalized model

Fooling with the mechanism:
I 2001: Krapivsky & Redner (KR) [9] explored the

general attachment kernel:

Pr(attach to node i) ∝ Ak = kνi

where Ak is the attachment kernel and ν > 0.
I KR also looked at changing the details of the

attachment kernel.
I We’ll follow KR’s approach using rate equations (�).
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Generalized model

I Here’s the set up:

dNk

dt
=

1
A

[Ak−1Nk−1 − AkNk ] + δk1

where Nk is the number of nodes of degree k .
1. One node with one link is added per unit time.
2. The first term corresponds to degree k − 1 nodes

becoming degree k nodes.
3. The second term corresponds to degree k nodes

becoming degree k − 1 nodes.
4. A is the correct normalization (coming up).
5. Seed with some initial network

(e.g., a connected pair)
6. Detail: A0 = 0
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Generalized model

I In general, probability of attaching to a specific node
of degree k at time t is

Pr(attach to node i) =
Ak

A(t)

where A(t) =
∑∞

k=1 AkNk (t).
I E.g., for BA model, Ak = k and A =

∑∞
k=1 kNk (t).

I For Ak = k , we have

A(t) =
∞∑

k ′=1

k ′Nk ′(t) = 2t

since one edge is being added per unit time.
I Detail: we are ignoring initial seed network’s edges.
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Generalized model

I So now

dNk

dt
=

1
A

[Ak−1Nk−1 − AkNk ] + δk1

becomes

dNk

dt
=

1
2t

[(k − 1)Nk−1 − kNk ] + δk1

I As for BA method, look for steady-state growing
solution: Nk = nk t .

I We replace dNk/dt with dnk t/dt = nk .
I We arrive at a difference equation:

nk =
1
2�t

[(k − 1)nk−1�t − knk�t ] + δk1
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Universality?

I Insert question from assignment 7 (�)
As expected, we have the same result as for the BA
model:

Nk (t) = nk (t)t ∝ k−3 for large k .

I Now: what happens if we start playing around with
the attachment kernel Ak?

I Again, we’re asking if the result γ = 3 universal (�)?
I KR’s natural modification: Ak = kν with ν 6= 1.
I But we’ll first explore a more subtle modification of

Ak made by Krapivsky/Redner [9]

I Keep Ak linear in k but tweak details.
I Idea: Relax from Ak = k to Ak ∼ k as k →∞.

Core Models of
Complex Networks

Generalized
random networks

Small-world
networks
Main story

Generalized affiliation
networks

Nutshell

Scale-free
networks
Main story

A more plausible
mechanism

Robustness

Redner & Krapivisky’s
model

Nutshell

References

94 of 107

Universality?

I Recall we used the normalization:

A(t) =
∞∑

k ′=1

k ′Nk ′(t) ' 2t for large t .

I We now have

A(t) =
∞∑

k ′=1

Ak ′Nk ′(t)

where we only know the asymptotic behavior of Ak .
I We assume that A = µt
I We’ll find µ later and make sure that our assumption

is consistent.
I As before, also assume Nk (t) = nk t .
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Universality?

I For Ak = k we had

nk =
1
2

[(k − 1)nk−1 − knk ] + δk1

I This now becomes

nk =
1
µ

[Ak−1nk−1 − Aknk ] + δk1

⇒ (Ak + µ)nk = Ak−1nk−1 + µδk1

I Again two cases:

k = 1 :n1 =
µ

µ+ A1
; k > 1 :nk = nk−1

Ak−1

µ+ Ak
.
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Universality?

I Time for pure excitement: Find asymptotic behavior
of nk given Ak → k as k →∞.

I Insert question from assignment 7 (�)
For large k , we find:

nk =
µ

Ak

k∏
j=1

1
1 + µ

Aj

∝ k−µ−1

I Since µ depends on Ak , details matter...
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Universality?

I Now we need to find µ.
I Our assumption again: A = µt =

∑∞
k=1 Nk (t)Ak

I Since Nk = nk t , we have the simplification
µ =

∑∞
k=1 nkAk

I Now subsitute in our expression for nk :

1�µ =
∞∑

k=1

�µ

��Ak

k∏
j=1

1
1 + µ

Aj

��Ak

I Closed form expression for µ.
I We can solve for µ in some cases.
I Our assumption that A = µt looks to be not too

horrible.
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Universality?
I Consider tunable A1 = α and Ak = k for k ≥ 2.
I Again, we can find γ = µ+ 1 by finding µ.
I Insert question from assignment 7 (�)

Closed form expression for µ:

µ

α
=
∞∑

k=2

Γ(k + 1)Γ(2 + µ)

Γ(k + µ+ 1)

#mathisfun
I

µ(µ− 1) = 2α⇒ µ =
1 +
√

1 + 8α
2

.

I Since γ = µ+ 1, we have

0 ≤ α <∞⇒ 2 ≤ γ <∞

I Craziness...
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Sublinear attachment kernels

I Rich-get-somewhat-richer:

Ak ∼ kν with 0 < ν < 1.

I General finding by Krapivsky and Redner: [9]

nk ∼ k−νe−c1k1−ν+correction terms.

I Stretched exponentials (truncated power laws).
I aka Weibull distributions.
I Universality: now details of kernel do not matter.
I Distribution of degree is universal providing ν < 1.
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Sublinear attachment kernels

Details:
I For 1/2 < ν < 1:

nk ∼ k−νe
−µ

(
k1−ν−21−ν

1−ν

)

I For 1/3 < ν < 1/2:

nk ∼ k−νe−µ
k1−ν

1−ν
+µ2

2
k1−2ν
1−2ν

I And for 1/(r + 1) < ν < 1/r , we have r pieces in
exponential.
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Superlinear attachment kernels

I Rich-get-much-richer:

Ak ∼ kν with ν > 1.

I Now a winner-take-all mechanism.
I One single node ends up being connected to almost

all other nodes.
I For ν > 2, all but a finite # of nodes connect to one

node.
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Nutshell:

Overview Key Points for Models of Networks:
I Obvious connections with the vast extant field of

graph theory.
I But focus on dynamics is more of a

physics/stat-mech/comp-sci flavor.
I Two main areas of focus:

1. Description: Characterizing very large networks
2. Explanation: Micro story⇒ Macro features

I Some essential structural aspects are understood:
degree distribution, clustering, assortativity, group
structure, overall structure,...

I Still much work to be done, especially with respect to
dynamics... #excitement
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