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Aggregation:

&> Random walks represent additive aggregation
&> Mechanism: Random addition and subtraction
&% Compare across realizations, no competition.

& Next: Random Additive/Copying Processes
involving Competition.

&> Widespread: Words, Cities, the Web, Wealth,

Productivity (Lotka), Popularity (Books, People, ..

<& Competing mechanisms (trickiness)
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Pre-Zipf's law observations of Zipf's law

& 1910s: Word frequency examined re

Stenography (£ (or shorthand or brachygraphy or

of city sizesin
“Das Gesetz der Bevolkerungskonzentration”
(“The Law of Population Concentration”) ',
& 1924: G. Udny Yule ">
# Species per Genus (offers first theoretical
mechanism)
& 1926: Lotka )
# Scientific papers per author (Lotka's law)

Theoretical Work of Yore:

&> 1949: Zipf's “Human Behaviour and the Principle

of Least-Effort” is published. ¢!
& 1953: Mandelbrot[%;
Optimality argument for Zipf's law; focus on
language.
& 1955: Herbert Simon 14 161
Zipf's law for word frequency, city size, income,
publications, and species per genus.
1965/1976: Derek de Solla Price * 131;
Network of Scientific Citations.
1999: Barabasi and Albert [I;
The World Wide Web, networks-at-large.

& &

& Political scientist (and much more)

<% Involved in Cognitive Psychology, Computer
Science, Public Administration, Economics,
Management, Sociology

&% Coined ‘bounded rationality’ and ‘satisficing’
<% Nearly 1000 publications (see Google Scholar (£

<& An early leader in Artificial Intelligence,
Information Processing, Decision-Making,
Problem-Solving, Attention Economics,
Organization Theory, Complex Systems, And
Computer Simulation Of Scientific Discovery.

&5 1978 Nobel Laureate in Economics
(his Nobel bio is here ().
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Essential Extract of a Growth Model:

Random Competitive Replication (RCR):

1. Start with 1 elephant (or element) of a particular

flavoratt =1

2. Attimet =2,3,4,...,, add a new elephant in one of

two ways:
& With probability p, create a new elephant with a
new flavor
= Mutation/Innovation

&) With probability 1 — p, randomly choose from all

existing elephants, and make a copy.
= Replication/Imitation

© Elephants of the same flavor form a group

Random Competitive Replication:

Example: Words appearing in a language

&% Consider words as they appear sequentially.

<& With probability p, the next word has not
previously appeared
= Mutation/Innovation

& With probability 1 — p, randomly choose one word
from all words that have come before, and reuse

this word
= Replication/Imitation

Note: This is a terrible way to write a novel.

For example:

o 21 wovd¢ uged

¢ nexk wovd @

new with onLQ
« nexd wovd i€ o

G‘fli ook

9r Imoive Y/ the
3nmo.{c 3 and

2/21 Pewgum

Vi libvary

Copy witl, pvob 1-¢
prob.  next word,
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Some observations: @pocsvox Random Competitive Replication: @pocsvox Random Competitive Replication: @pocsox
Power-Law Power-Law Power-Law

Fundamental Rich-get-Richer story; Mechanisms, Pt. 3 Mechanisms, Pt. 3 Mechanisms, Pt. 3

Competition for replication between individual
elephants is random;

Competition for growth between groups of
matching elephants is not random;

Selection on groups is biased by size;
Random selection sounds easy;
Possible that no great knowledge of system

Rich-Get-Richer Rich-Get-Richer
Mechanism Mechanism
ror's Mo

Definitions: )
. . Special case for N, ,:
k; = size of a group ¢ ’

N, , = # groups containing k elephants at time ¢.

s Mo chantsge 1. The new elephant is a new flavor: o
References Nigo1 =Ny, +1 References
Happens with probability p

References

Basic question: How does N, ; evolve with time?

needed (but more later ...). 2. Aunique elephant is replicated:
Nl‘ﬂl:j\il,t*] o o
Your free set of tofu knives: First: Xk: kN, , =t = number of elephants at time ¢ Happens with probability (1 —p)N; ./t

Related to Pdlya’s Urn Model (7, a special case of

Sampling with super-duper replacement and

sneaky sneaking in of new colors. : il
wa 130f54 wa 170of 54 vav 200f 54
Random Competitive Replication: @porsiox Random Competitive Replication: Gpocsox Random Competitive Replication: @pocsvox
Mechaniams, Pt 3 Mechaniams, Pt 3 Nechaniams, Pt 3
Rich-Get-Richer Rich-Get-Richer Putting e\/eryth]ng together; s};r;,hc;;“:xw

Some observations: e . o

Analysis

" For k > 1:

Analysis

P, (t) = Probability of choosing an elephant that
belongs to a group of size :

Steady growth of system: +1 elephant per unit

: : N N \oawes
time. First Mover Advantage <N N > _ (17 <A _ k—1,t 1 k,t Yirst Mover Advantage
i wer = Nieo) = (I=p) (PO = D=2+ (CDR—p2 |
Steady growth of distinct flavors at rate p feterene Ny, ¢ size k groups References t b feferences
We can incorporate = kN, , elephants in size k groups
1. Elephant elimination t elephants overall
2. Elephants moving between groups EN
3. Variable innovation rate p P(t) = — =t Fork =1
4. Different selection based on group size ¢ N
(But mechanism for selection is not as simple...) <N1 1 — Ny t) =(+)p+ (1)1 —p)1- i’t
f
DA 140f54 “va v 180of54 Da 210f54
PoCS et . . . PoCS fet . . . PoCS
@pocsvox Random Competitive Replication: @pocsvox Random Competitive Replication: @pocsvox
Nechaniams, Pt 3 Nechaniams, Pt 3 Viechaniams, Pt 3
LG . 7 Assume distribution stabilizes: N, , = n,.t
M| The Self-Organizing E;@n{gmy,@-@ Vel Ny, the number of groups with & elephants, WS (Reasonable for ¢ large) i Gt chr
Sllmuiigy Py Paul Krugman (1996). szt changes at time ¢ if A
iy . 1. An elephant belonging to a group with / elephants . ‘
Ch. 3: An Urban Mystery, p. 46 References ISYrepllcated: References Drop expectations References
- . . N p41 = N}c,t - Numbers of elephants now fractional
...Simon showed—in a completely impenetrable Happens with probability (1 — p)kN,, ./t ok | i |
exposition!—that the exponent of the power law ’ ay over large time scales
istributi ", 2 ) .
distribution should be ... 2. An elephant belonging to a group with & — 1
elephants is replicated: For later: the fraction of groups that have size k is
Nypi1 =Ny +1 ny/p since
Happens with probability (1 — p)(k —1)N,,_, ,/t Niw  ngt g

et ot p’
~ 'Krugman'’s book was handed to the Deliverator by a certain
Alvaro Cartea(Z many years ago at the Santa Fe Institute Summer s |§|

[Se)

2Let's use 7 for probability because 7's not special, right guys? Dac 150f54 Dac 190f54 Dac 220f54



Random Competitive Replication:
Stochastic difference equation:

N1

(Mios = Vi) = (=) (k= )Nt -

t

becomes

n(t+1)—nt=(1-p) ((kf l)nkT’lt —knTkt>

mpll+1-0 = (1= p) (-l -2

= ng = (1= p) (k= Dng_y —kny)

=n,(1+(1—pk)=0Q—=p)(k—1)ngu_q

Random Competitive Replication:
We have a simple recursion:

ng _ (k=1)1—=p)
1+(1—pk

Ny
Interested in k large (the tail of the distribution)
Can be solved exactly.
Insert question from assignment 4 (%

For just the tail: Expand as a series of powers of
1/k
Insert question from assignment 4 '

We (okay, you) find

_(2-p) s
ng <k =0 =k

(2—p) 1
(1—-p)

Micro-to-Macro story with p and v measurable.

Lo 2=p) 1
)

Observe2 <y < ooforo<p<1.
For p ~ 0 (low innovation rate):

vy~ 2
‘Wild' power-law size distribution of group sizes,
bordering on ‘infinite’ mean.
For p ~ 1 (high innovation rate):

v~ 00

All elephants have different flavors.

Upshot: Tunable mechanism producing a family
of universality classes.
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Recall Zipf's law: s,. ~ r=
(s,. = size of the rth largest group of elephants)

We found a = 1/(y — 1) so:

1 1
o = =
—
I+ a1

=1—p.

v—1

References

~v=2correspondstoa =1

We (roughly) see Zipfian exponent!'® of o = 1 for
many real systems: city sizes, word distributions,

Corresponds to p — 0, low innovation.

Still, other quite different mechanisms are
possible...

Must look at the details to see if mechanism
makes sense... more later.

av 230f 54

omoesion What about small k?:
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We had one other equation:

Rich-Get-Richer

e (Nijpia = Nio) =p—(L=p)t-—p

Analysis

As before, set N, , = n,t and drop expectations

First Mo

References
nqt
ny(t+1) —nit=p—(1—pl-—=

ny=p—(1—p)ny

Rearrange:
ny+(1=png =p
9 ny = L
} |3| 7o p
DA 240f54
PoCS
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Power-Law So... Nl t = Tllt = 27

Mechanisms, Pt. 3 —p
Recall number of distinct elephants = pt.

Fraction of distinct elephants that are unique
(belong to groups of size 1):

1 o0 1

T T
(also = fraction of groups of size 1)
For p small, fraction of unique elephants ~ 1/2
Roughly observed for real distributions
p increases, fraction increases
Can show fraction of groups with two elephants
~1/6
Model works well for large and small k #awesome

References 1
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Words:

From Simon ['4];
Estimate p.. = # unique words/# all words
For Joyce's Ulysses: pes =~ 0.115

N, (real) | N (est) | N, (real)
16,432 15,850 4,776

N, (est)
4,870

Evolution of catch phrases:

Yule's paper (1924) 15!

“A mathematical theory of evolution, based on the
conclusions of Dr ). C. Willis, F.R.S.”

Simon’s paper (1955)4:

“On a class of skew distribution functions” (snore)

From Simon's introduction:

It is the purpose of this paper to analyse a class of
distribution functions that appear in a wide range of
empirical data—particularly data describing
sociological, biological and economic phenomena.

Its appearance is so frequent, and the phenomena so
diverse, that one is led to conjecture that if these
phenomena have any property in common it can only
be a similarity in the structure of the underlying
probability mechanisms.
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Evolution of catch phrases:

Derek de Solla Price:

First to study network evolution with these kinds
of models.

Citation network of scientific papers

Price's term: Cumulative Advantage

Idea: papers receive new citations with probability
proportional to their existing # of citations
Directed network

Two (surmountable) problems:

1. New papers have no citations
2. Selection mechanism is more complicated

&

P SO®

Evolution of catch phrases:

Robert K. Merton: the Matthew Effect(&'

&5 Studied careers of scientists and found credit
flowed disproportionately to the already famous

From the Gospel of Matthew:

“For to every one that hath shall be given...
(Wait! There's more....)

but from him that hath not, that also which he
seemeth to have shall be taken away.

And cast the worthless servant into the outer
darkness; there men will weep and gnash their
teeth.”

&% (Hath = suggested unit of purchasing power.)
& Matilda effect: (4" women's scientific achievements

are often overlooked
Evolution of catch phrases:

Merton was a catchphrase machine:

. Self-fulfilling prophecy

. Role model

. Unintended (or unanticipated) consequences

. Focused interview — focus group

. Obliteration by incorporation (7 (includes above

examples from Merton himself)

u b~ w N =

And just to be clear...

Merton's son, Robert C. Merton, won the Nobel Prize
for Economics in 1997.
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&% Barabasi and Albert?)—thinking about the Web

&% Independent reinvention of a version of Simon
and Price's theory for networks

& Another term: “Preferential Attachment”

& Considered undirected networks (not realistic but
avoids 0 citation problem)

&% Still have selection problem based on size
(non-random)

<% Solution: Randomly connect to a node (easy) ...
&% ...and then randomly connect to the node’s friends

Rich-Get-Richer
Mechanism

References

(also easy)
&5 “Scale-free networks” = food on the table for
physicists
v 370f54
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Another analytic approach: !
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Mechanism

% Focus on how the nth arriving group typically
grows.

& Analysis gives:

1 17— (1=p) _
S~ T2 (1] ) forn=1,
n, —(1—
ptr [2F 2 forn > 2.

References

&% First mover is a factor 1/p greater than expected.

&% Because pis usually close to 0, the first element is
truly an elephant in the room.

&% Appears that this has been missed for 60 years ...

Qv 390f54
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Dodds et al.,
Physical Review E, 95, 052301, 2017.[°]

B. p=0.01

Rich-Get-Richer
Mechanism

C. p=0.001 D. p = 0.0001

References

72345578
ok gr0up sze S|

log,, group size S,

9
8
7
6,
5T,
HE
3
2
1
0

1 [Gp = 0.001 [H]» = 0.0001
2 3 4 % i 2 3 4 5% i 2 3 45
log,, group number n log,, group number n log,, group number n

1 2 3 4
log, group number n

<& See visualization at paper’s online app-endices (4"

“a v 40 of 54

Alternate analysis:
<& Evolution of the nth arriving group’s size:

Sn,t> = (]‘
& Fort > Mt fix p, = p and shift¢tot —1:

1—p
Syt {1+(t71)}3n,t,1.

<Sn,t+1 - et (+1).

where S, e = 1.

Betafication ensues:

Spy= {1+ (1*p)} {1+ (1,[,)}” {1+ (Ep)} I

t—1 t—2 tinit
[t—i—l— R+ 1— }
- t+—1 tlnlt
(t +1— F(t'{;'t
T T+ 1— p)T(1)
B(#h", 1 —p)
T B(t1-p)

The first mover is really different:
<& Theissue is tNitin

_ B(tinnitv 1-— p)
T B(tv 1- P)
Forn > 2 and p « 1, the nth group typically arrives
at 7finit ~ [Lﬂ}
" P
But #"t = 1 and the scaling is distinct in form.

Simon missed the first mover by working on the
size distribution.

Contribution to P, , of the first element vanishes
ast — oo.

Note: Does not apply to Barabasi-Albert model.

& & HH P
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Variability:

PoCs
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&% The probability that the nth arriving group, if of

size S, ,

k at time ¢, first replicates at time ¢ + 7:

=k+1|8, =4k fori=0,..,7-1)

T [-0-07] a-n

+—(1=p)k

References

_k
t+1

~ 7(2-p)k

t+7

& Upshot: nth arriving group starting at size 1 will on
average wait for an infinite time to replicate.

Related papers:

Related papers:

Krapivsky and Redner,
- | Phys. Rev. E, 63, 066123, 2001. "]

Qv 44 0f 54
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Arrival variability:

Rich-Get-Richer
Mechanism

g Groun T 7

{igpr Advantagé

108,y Group anial umber o

& Any one simulation shows a high amount of
disorder.

< Two orders of magnitude variation in possible
rank.

& Rank ordering creates a smooth Zipf distribution.

& Size distribution for the nth arriving group show

exponential decay.

Self-referential citation data:

Citations for papers on “scale-free networks”

<0

logia $1+1

setaons

T e 12

fogin 141 Togin (S + /(S0 1)

T [
logy Paper number n

Mechanism

More mattering:
Rich-get-richerness in social contagion:

& We love to rank everyone, everything: Top n lists.
& People, wealth, sports, music, movies, books,

(7 (the sockpuppet

& Black-box ranking algorithms make ranking
opaque.

& Black boxes are gameable but takes money and
commensurate skill.

<% Black box algorithms can make things spread
rampantly.'

& No “regramming” is a positive feature of
Instagram (also: Pratchett the Cat(Z)

& What if a healthie

o ron v gy o B gl s 1
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