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On the optimal form of branching supply and collection networks

Peter Sheridan Dodds1, ∗

1 Department of Mathematics and Statistics, Center for Complex Systems,
& the Vermont Advanced Computing Center, University of Vermont, Burlington, VT, 05401

(Dated: September 6, 2009)

For the problem of efficiently supplying material to a spatial region from a single source, we
present a simple scaling argument based on branching network volume minimization that identifies
limits to the scaling of sink density. We discuss implications for two fundamental and unresolved
problems in organismal biology and geomorphology: how basal metabolism scales with body size
for homeotherms and the scaling of drainage basin shape on eroding landscapes.

PACS numbers: 89.75.Fb,89.75.Hc,87.19.U-,92.40.Gc

In both natural and man-made systems, branching net-
works universally facilitate the essential task of supplying
material from a central source to a widely distributed
sink population. Branching networks also underlie the
complementary process of collecting material from many
sources at a single sink. Such networks typically exhib-
it structural self-similarity over many orders of magni-
tude: river networks drain continents [1, 2, 3], arterial
and venal networks move blood between the macroscopic
heart and microscopic capillaries [4], and trees and plants
orient leaves in space taking on the roles of both structure
and transportation.

We address the following questions regarding supply
networks: (1) What is the minimum network volume
required to continually supply material from a source to
a population of sinks in some spatial region Ω?; and (2)
How does this optimal solution scale if Ω is rescaled allo-
metrically? (For convenience, we use the language of dis-
tribution, i.e., a single source supplying many sinks.) Our
approach is inspired by that of Banavar et al. [5, 6] who
sought to derive scaling properties of optimal transporta-
tion networks in isometrically growing regions based on
a flow rate argument; Banavar et al.’s approach followed
the seminal work of West et al. [7] who suggested supply
networks were key to understanding the metabolic limi-
tations of organisms, and focused on network impedance
minimization (see [8, 9]). In contrast to this previ-
ous work, our treatment is explicitly geometric. We
also accommodate four other key features: the ambient
dimension, allometrically growing regions, variable sink
density, and varying speed of material transportation.

We consider the problem of network supply for a gen-
eral class of d-dimensional spatial regions in a D ≥ d
dimensional space. Each region Ω has volume V and
overall dimensions L1 × L2 × · · ·× Ld (see Fig. 1a). We
allow these length scales to scale as Li ∝ V γi , creating
families of allometrically similar regions. For isometric
growth, all dimensions scale uniformly meaning γi = 1/d,
while for allometric growth, we must have at least one of
the {γi} being different (Fig. 1b). For the general case
of allometry, we choose an ordering of {γi} such that the
length scales are arranged from most dominant to least

b.

L′
1L1

Ω(V )L2 L′
2

Ω(V ′)
a.

2rsink

s

2rsource

c.

FIG. 1: (a) We consider families of d-dimensional spatial
regions that scale allometrically with Li ∝ V γi , and exist in a
D-dimensional space where D ≥ d. For the d=D=2 example
shown, γmax = γ1 > γ2, and L1 grows faster than L2. We
require that each spatial region is star-convex, i.e., from at
least one point all other points are directly observable, and
the single source must be located at any one of these cen-
tral points. (b) Distribution (or collection) networks can be
thought of as a superposition of virtual vessels. In the exam-
ple shown, the source (circle) supplies material to the three
sinks (squares). (c) Allowing virtual vessels to expand as they
move away from the source captures a potential decrease in
speed in material flow. For scaling of branching network form
to be affected, the radius r of a virtual vessel must scale with
vessel length s (measured from the sink) as s−ε.

dominant: γmax = γ1 ≥ . . . ≥ γd.

We assume that isolated sinks are located throughout
a contiguous spatial region Ω (volume V ) which contains
a single source located at "x = "0. We allow sink den-
sity to follow ρ ∼ ρ0(V )(1 + a||"x||)−ζ where a is fixed,
ζ ≥ 0, and ||"x|| is the distance from the source. When
the exponent ζ = 0, ρ is constant throughout the region
(as for capillaries in organisms), but remains a function
of the region’s overall volume V . While decreasing sink
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“Measuring the happiness of large-scale written
expression: Songs, blogs, and presidents.”, Dodds
and Danforth, Journal of Happiness Studies, 11,
441–456, 2009. [11]
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Abstract

Individual happiness is a fundamental societal metric. Normally measured through self-report, happiness has often been
indirectly characterized and overshadowed by more readily quantifiable economic indicators such as gross domestic
product. Here, we examine expressions made on the online, global microblog and social networking service Twitter,
uncovering and explaining temporal variations in happiness and information levels over timescales ranging from hours to
years. Our data set comprises over 46 billion words contained in nearly 4.6 billion expressions posted over a 33 month span
by over 63 million unique users. In measuring happiness, we construct a tunable, real-time, remote-sensing, and non-
invasive, text-based hedonometer. In building our metric, made available with this paper, we conducted a survey to obtain
happiness evaluations of over 10,000 individual words, representing a tenfold size improvement over similar existing word
sets. Rather than being ad hoc, our word list is chosen solely by frequency of usage, and we show how a highly robust and
tunable metric can be constructed and defended.
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Introduction

One of the great modern scientific challenges we face lies in
understanding macroscale sociotechnical phenomena–i.e., the
behavior of decentralized, networked systems inextricably involv-
ing people, information, and machine algorithms–such as global
economic crashes and the spreading of ideas and beliefs [1].
Accurate description through quantitative measurement is essen-
tial to the advancement of any scientific field, and the shift from
being data scarce to data rich has revolutionized many areas [2–5]
ranging from astronomy [6–8] to ecology and biology [9] to
particle physics [10]. For the social sciences, the now widespread
usage of the Internet has led to a collective, open recording of an
enormous number of transactions, interactions, and expressions,
marking a clear transition in our ability to quantitatively
characterize, and thereby potentially understand, previously
hidden as well as novel microscale mechanisms underlying
sociotechnical systems [11].
While there are undoubtedly limits to that which may

eventually be quantified regarding human behavior, recent studies
have demonstrated a number of successful and diverse method-
ologies, all impossible (if imaginable) prior to the Internet age.
Three examples relevant to public health, markets, entertainment,
history, evolution of language and culture, and prediction are (1)
Google’s digitization of over 15 million books and an initial
analysis of the last two hundred years, showing language usage
changes, censorship, dynamics of fame, and time compression of

collective memory [12,13]; (2) Google’s Flu Trends [14–16] which
allows for real-time monitoring of flu outbreaks through the proxy
of user search; and (3) the accurate prediction of box office success
based on the rate of online mentions of individual movies [17] (see
also [18]).
Out of the many possibilities in the ‘Big Data’ age of social

sciences, we focus here on measuring, describing, and under-
standing the well-being of large populations. A measure of ‘societal
happiness’ is a crucial adjunct to traditional economic measures
such as gross domestic product and is of fundamental scientific
interest in its own right [19–22].
Our overall objective is to use web-scale text analysis to

remotely sense societal-scale levels of happiness using the singular
source of the microblog and social networking service Twitter.
Our contributions are both methodological and observational.

First, our method for measuring the happiness of a given text,
which we introduced in [23] and which we improve upon greatly
in the present work, entails word frequency distributions combined
with independently assessed numerical estimates of the ‘happiness’
of over 10,000 words obtained using Amazon’s Mechanical Turk
[24]. We describe our method in full below and demonstrate its
robustness. We refer to our data set as ‘language assessment by
Mechanical Turk 1.0’, which abbreviates as labMT 1.0, and we
provide all data as Data Set S1.
Second, using Twitter as a data source, we are able to explore

happiness as a function of time, space, demographics, and network
structure, with time being our focus here. Twitter is extremely

PLoS ONE | www.plosone.org 1 December 2011 | Volume 6 | Issue 12 | e26752

“Temporal patterns of happiness and
information in a global social network:
Hedonometrics and Twitter”
Dodds et al.,
PLoS ONE, 6, e26752, 2011. [13]
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Abstract

Over the last million years, human language has emerged and evolved as a fundamental instrument of social
communication and semiotic representation. People use language in part to convey emotional information, leading to the
central and contingent questions: (1) What is the emotional spectrum of natural language? and (2) Are natural languages
neutrally, positively, or negatively biased? Here, we report that the human-perceived positivity of over 10,000 of the most
frequently used English words exhibits a clear positive bias. More deeply, we characterize and quantify distributions of word
positivity for four large and distinct corpora, demonstrating that their form is broadly invariant with respect to frequency of
word use.
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Introduction

While we regard ourselves as social animals, we have a history of
actions running from selfless benevolence to extreme violence at all
scales of society, and we remain scientifically and philosophically
unsure as to what degree any individual or group is or should be
cooperative and pro-social. Traditional economic theory of human
behavior, for example, assumes that people are inherently and
rationally selfish–a core attribute of homo economicus–with the
emergence of global cooperation thus rendered a profound mystery
[1,2]. Yet everyday experience and many findings of psychology,
behavioral economics, and neuroscience indicate people favour
seemingly irrational heuristics [3,4] over strict rationality as
exemplified in loss-aversion [5], confirmation bias [6], and altruistic
punishment [7]. Religions and philosophies similarly run the gamut
in prescribing the right way for individuals to behave, from the
universal non-harming advocated by Jainism, Gandhi’s call for non-
violent collective resistance, and exhortations toward altruistic
behavior in all major religions, to arguments for the necessity of a
Monarch [8], the strongest forms of libertarianism, and the
‘‘rational self-interest’’ of Ayn Rand’s Objectivism [9].

In taking the view that humans are in part story-tellers–homo
narrativus–we can look to language itself for quantifiable evidence of
our social nature. How is the structure of the emotional content
rendered in our stories, fact or fiction, and social interactions
reflected in the collective, evolutionary construction of human
language? Previous findings are mixed: suggestive evidence of a
positive bias has been found in small samples of English words
[10–12], framed as the Pollyanna Hypothesis [10] and Linguistic
Positivity Bias [12], while experimental elicitation of emotional
words has instead found a strong negative bias [13].

To test the overall positivity of the English language, and in
contrast to previous work [11,13,14], we chose words based solely
on frequency of use, the simplest and most impartial gauge of word
importance. We focused on measuring happiness, or psychological
valence [15], as it represents the dominant emotional response
[16,17]. With this approach, we examined four large-scale text
corpora (see Tab. 1 for details): Twitter, The Google Books Project
(English), The New York Times, and Music lyrics. These corpora,
which we will refer to as TW, GB, NYT, and ML, cover a wide
range of written expression including broadcast media, opinion,
literature, songs, and public social interactions ([18]), and span the
gamut in terms of grammatical and orthographic correctness.

We took the top 5000 most frequently used words from each
corpus, and merged them to form a resultant list of 10,222 unique
words. We then used Amazon’s Mechanical Turk [19,20] to
obtain 50 independent evaluations per word on a 1 to 9 integer
scale, asking participants to rate their happiness in response to
each word in isolation (1 = least happy, 5 = neutral, and 9 = most
happy [14,21]). While still evolving, Mechanical Turk has proved
over the last few years to be a reliable and fast service for carrying
out large-scale social science research [22–26].

We computed the average happiness score and standard
deviation for each word. We obtained sensible results that showed
excellent statistical agreement with previous studies for smaller
word sets, including a translated Spanish version (see [14,20,
27] for details). The highest and lowest scores were
havg(‘laughter’)= 8.50 and havg(‘terrorist’)= 1.30, with expectedly
neutral words averaging near 5, e.g., havg(‘the’)= 4.98 and
havg(‘it’)= 5.02. We refer to our ongoing studies as Language
Assessment by Mechanical Turk, using the abbreviation labMT
1.0 data set for the present work (the full data set is provided as
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“Positivity of the English language”, Kloumann et
al., PLoS ONE, 7, e29484, 2012. [28]

Human language reveals a universal positivity bias
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Using human evaluation of 100,000 words spread across 24 corpora
in 10 languages diverse in origin and culture, we present evidence
of a deep imprint of human sociality in language, observing that
(i) thewords of natural human language possess a universal positivity
bias, (ii) the estimated emotional content of words is consistent
between languages under translation, and (iii) this positivity bias
is strongly independent of frequency of word use. Alongside these
general regularities, we describe interlanguage variations in the
emotional spectrum of languages that allow us to rank corpora.
We also show how our word evaluations can be used to construct
physical-like instruments for both real-time and offline measure-
ment of the emotional content of large-scale texts.

language | social psychology | happiness | positivity

Human language, our great social technology, reflects that
which it describes through the stories it allows to be told and

us, the tellers of those stories. Although language’s shaping ef-
fect on thinking has long been controversial (1–3), we know that
a rich array of metaphor encodes our conceptualizations (4),
word choice reflects our internal motives and immediate social
roles (5–7), and the way a language represents the present and
future may condition economic choices (8).

In 1969, Boucher and Osgood (9) framed the Pollyanna
hypothesis: a hypothetical, universal positivity bias in human
communication. From a selection of small-scale, cross-cultural
studies, they marshaled evidence that positive words are likely
more prevalent, more meaningful, more diversely used, and
more readily learned. However, in being far from an exhaustive,
data-driven analysis of language, which is the approach we take
here, their findings could only be regarded as suggestive. Indeed,
studies of the positivity of isolated words and word stems have
produced conflicting results, some pointing toward a positivity
bias (10) and others toward the opposite (11, 12), although
attempts to adjust for use frequency tend to recover a positivity
signal (13).

Materials and Methods
To explore the positivity of human language deeply, we constructed 24 corpora
spread across 10 languages. Our global coverage of linguistically and culturally
diverse languages includes English, Spanish, French, German, Brazilian Portu-
guese, Korean, Chinese (Simplified), Russian, Indonesian, and Arabic. The sources
of our corpora are similarly broad, spanning books (14), news outlets, social
media, the web (15), television and movie subtitles, and music lyrics (16). Our
work here greatly expands upon our earlier study of English alone, where we
found strong evidence for a use-invariant positivity bias (17). In SI Appendix, we
provide full details of our corpora (SI Appendix, Table S1), survey, and partic-
ipants (SI Appendix, Table S2).

We address the social nature of language in two important ways: (i) We
focus on the words people most commonly use, and (ii) we measure how
those same words are received by individuals. We take word use frequency
as the primary organizing measure of a word’s importance. Such a data-
driven approach is crucial for both understanding the structure of language
and creating linguistic instruments for principled measurements (18, 19). By
contrast, earlier studies focusing on meaning and emotion have used “expert”
generated word lists, and these word lists fail statistically to match frequency
distributions of natural language (10–12, 20), confounding attempts to make

claims about language in general. For each of our corpora, we selected be-
tween 5,000 and 10,000 of the most frequently used words, choosing the exact
numbers so that we obtained ∼10,000 words for each language.

Of our 24 corpora, we received 17 already parsed into words by the source:
the Google Books Project (six corpora), the Google Web Crawl (eight corpora),
and movie and television subtitles (three corpora). For the other seven corpora
(five Twitter corpora, the New York Times, and music lyrics), we extracted
words by standard white space separation. Twitter was easily themost variable
and complex of our text sources, and required additional treatment. In parsing
Twitter, we required strings to contain at least one Unicode character and no
invisible control characters, and we excluded strings representing web links,
bearing a leading @, ampersand (&), or other punctuation (e.g., Twitter IDs)
but kept hashtags. Finally, for all corpora, we converted words to lowercase.
We observed that common English words appeared in the Twitter corpora of
other languages, and we have chosen simply to acknowledge this reality of
language and allow these commonly used borrowed words to be evaluated.

Although there are many complications with inflections and variable
orthography, we have found merit for our broad analysis in not collapsing
related words. For example, we have observed that allowing different
conjugations of verbs to stand in our corpora is valuable because human
evaluations of such have proved to be distinguishable [e.g., present vs. past
tense (18)]. As should be expected, a more nuanced treatment going beyond
the present paper’s bounds by involving stemming and word type, for ex-
ample, may lead to minor corrections (21), although our central observations
will remain robust and will in no way change the behavior of the instruments
we generate.

There is no single, principled way to merge corpora to create an ordered list
of words for a given language. For example, it is impossible to weight the most
commonly usedwords in theNew York Times against the most commonly used
words in Twitter. Nevertheless, we are obliged to choose some method for
doing so to facilitate comparisons across languages and for the purposes of
building adaptable linguistic instruments. For each language where we had
more than one corpus, we created a single quasi-ranked word list by finding
the smallest integer r such that the union of all words with a rank ≤ r in at
least one corpus formed a set of at least 10,000 words.

Significance

The most commonly used words of 24 corpora across 10 diverse
human languages exhibit a clear positive bias, a big data con-
firmation of the Pollyanna hypothesis. The study’s findings are
based on 5 million individual human scores and pave the way
for the development of powerful language-based tools for
measuring emotion.

Author contributions: P.S.D., B.F.T., and C.M.D. designed research; P.S.D., E.M.C., S.D., M.R.F.,
A.J.R., J.R.W., L.M., K.D.H., I.M.K., J.P.B., K.M., M.T.M., and C.M.D. performed research; P.S.D.,
E.M.C., A.J.R., K.M., and M.T.M. contributed new reagents/analytic tools; P.S.D., E.M.C., S.D.,
M.R.F., A.J.R., J.R.W., J.P.B., and C.M.D. analyzed data; and P.S.D. wrote the paper.
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Abstract
The emergence and global adoption of social media has rendered possible the
real-time estimation of population-scale sentiment, an extraordinary capacity which
has profound implications for our understanding of human behavior. Given the
growing assortment of sentiment-measuring instruments, it is imperative to
understand which aspects of sentiment dictionaries contribute to both their
classification accuracy and their ability to provide richer understanding of texts. Here,
we perform detailed, quantitative tests and qualitative assessments of 6
dictionary-based methods applied to 4 different corpora, and briefly examine a
further 20 methods. We show that while inappropriate for sentences,
dictionary-based methods are generally robust in their classification accuracy for
longer texts. Most importantly they can aid understanding of texts with reliable and
meaningful word shift graphs if (1) the dictionary covers a sufficiently large portion of
a given text’s lexicon when weighted by word usage frequency; and (2) words are
scored on a continuous scale.

Keywords: sentiment; sentiment analysis; sentiment dictionaries; language; natural
language processing; data visualization; text visualization

1 Introduction
As we move further into what might be called the Sociotechnocene — with increasingly
more interactions, decisions, and impact being made by globally distributed people and
algorithms — the myriad human social dynamics that have shaped our history have be-
come far more visible and measurable than ever before. Of the many ways we are now
able to characterize social systems in microscopic detail, sentiment detection for pop-
ulations at all scales has become a prominent research arena. Attempts to leverage on-
line expression for sentiment mining include prediction of stock markets [–], assessing
responses to advertising, real-time monitoring of global happiness [], and measuring a
health-related quality of life []. The diverse set of instruments produced by this work
now provide indicators that help scientists understand collective behavior, inform pub-
lic policy makers, and, in industry, gauge the sentiment of public response to marketing

© The Author(s) 2017. This article is distributed under the terms of the Creative Commons Attribution 4.0 International License
(http://creativecommons.org/licenses/by/4.0/), which permits unrestricted use, distribution, and reproduction in anymedium, pro-
vided you give appropriate credit to the original author(s) and the source, provide a link to the Creative Commons license, and
indicate if changes were made.

“Sentiment analysis methods for understanding
large-scale texts: A case for using continuum-scored
words and word shift graphs”, Reagan et al., EPJ
Data Science, 6, , 2017. [37]
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Abstract
A common task in computational text analyses is to quantify how two corpora differ
according to a measurement like word frequency, sentiment, or information content.
However, collapsing the texts’ rich stories into a single number is often conceptually
perilous, and it is difficult to confidently interpret interesting or unexpected textual
patterns without looming concerns about data artifacts or measurement validity. To
better capture fine-grained differences between texts, we introduce generalized
word shift graphs, visualizations which yield a meaningful and interpretable summary
of how individual words contribute to the variation between two texts for any
measure that can be formulated as a weighted average. We show that this framework
naturally encompasses many of the most commonly used approaches for comparing
texts, including relative frequencies, dictionary scores, and entropy-based measures
like the Kullback–Leibler and Jensen–Shannon divergences. Through a diverse set of
case studies ranging from presidential speeches to tweets posted in urban green
spaces, we demonstrate how generalized word shift graphs can be flexibly applied
across domains for diagnostic investigation, hypothesis generation, and substantive
interpretation. By providing a detailed lens into textual shifts between corpora,
generalized word shift graphs help computational social scientists, digital humanists,
and other text analysis practitioners fashion more robust scientific narratives.

Keywords: Text as data; Data visualization; Word shift graphs; Sentiment analysis;
Computational social science; Digital humanities; Natural language processing;
Information theory

1 Introduction
News articles, audio transcripts, medical records, digitized archives, virtual libraries, com-
puter logs, online memes, open-ended questionnaires, legislative proceedings, political
manifestos, fan fiction, and poetry collections are just some of the many large-scale data
sources that are readily available as text data [1–3]. Computational methods help funnel
what would be an otherwise overwhelming fire hose of raw text into coherent streams of
social information [3]. Social media text has allowed us to ask about the emotional pulse
of large populations [4, 5], the subtle adoption of community language by new members

© The Author(s) 2021. This article is licensed under a Creative Commons Attribution 4.0 International License, which permits use,
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to the material. If material is not included in the article’s Creative Commons licence and your intended use is not permitted by
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copy of this licence, visit http://creativecommons.org/licenses/by/4.0/.

“Generalized word shift graphs: A method for
visualizing and explaining pairwise
comparisons between texts”
Gallagher et al.,
EPJ Data Science, 10, 4, 2021. [17]
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Logline:

We show that the essential meaning
conveyed by individual words
maps to a compass-like plane
with major axes of
powerful-weak and dangerous-safe.

We uncover a linguistic ‘safety bias’
by examining how words are used
in large-scale, diverse corpora.
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“Ousiometrics and Telegnomics: The essence
of meaning conforms to a two-dimensional
powerful-weak and dangerous-safe framework
with diverse corpora presenting a safety
bias”
Dodds et al.,
, 2021. [9]
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Economics, Schmeconomics

Alan Greenspan (September 18, 2007):

“I’ve been dealing with these big mathematical
models of forecasting the economy ...

If I could figure out a way to determine
whether or not people are more fearful or
changing to more euphoric,

I don’t need any of this other stuff.

I could forecast the economy better than any
way I know.” http://wikipedia.org
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Economics, Schmeconomics

Greenspan continues:
“The trouble is that we can’t figure that out. I’ve been in the
forecasting business for 50 years. I’m no better than I ever was,
and nobody else is. Forecasting 50 years ago was as good or as
bad as it is today. And the reason is that human nature hasn’t
changed. We can’t improve ourselves.”

Jon Stewart:

“You just bummed the @*!# out of me.”

wildbluffmedia.com

 From the Daily Show (September 18, 2007; @5:13)

 The full inteview is here.

This is a Collateralized Debt Obligation:
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Robert Kennedy on the Gross Domestic Product
(GDP) in 1968:
“It measures everything except that which makes life
worthwhile. And it can tell us everything about
America except why we are proud that we are
Americans.” [26, 25]
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Basic Science ≃ Describe + Explain:

Lord Kelvin (possibly):

 “To measure is to know.”

 “If you cannot measure it, you
cannot improve it.”

But also:
 “There is nothing new to be

discovered in physics now. All
that remains is more and more
precise measurement.”

 “X-rays will prove to be a hoax.”
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A brief history of measuring time:
 Megaliths for Big Time
 Sundials, 1500 BC, Egypt (solid for over 2000 years)
 Escapements (200s), Hourglasses (1300s?),

Pendulum clocks (Galileo, 1500s)
 Chronometers, 1700s:

“Longitude: The True Story of a Lone Genius
Who Solved the Greatest Scientific Problem
of His Time”
by Dava Sobel (2007). [39]

 Billionths of a second accuracy: Atomic clocks
(Lord Kelvin, 1879)

The PoCSverse
Finding
Happiness
11 of 159

Introduction

Measurement

Happiness
Some motivation

Measuring emotional
content

Hedonometer

Analysis

Songs

Blogs

SOTU

A Better Lexical Lens

Geography

Movement

Extras

References

Measuring temperature was thought impossible:

From “Bias in Mental Testing”, Arthur Jensen, 1980 [22]

per @SilverVVulpes: Also: Inventing Temperature, Hasok
Chang, 2004 [3]

The PoCSverse
Finding
Happiness
12 of 159

Introduction

Measurement

Happiness
Some motivation

Measuring emotional
content

Hedonometer

Analysis

Songs

Blogs

SOTU

A Better Lexical Lens

Geography

Movement

Extras

References

Measuring temperature was thought impossible:

From “Bias in Mental Testing”, Arthur Jensen, 1980 [22]

per @SilverVVulpes: Also: Inventing Temperature, Hasok
Chang, 2004 [3]

The PoCSverse
Finding
Happiness
13 of 159

Introduction

Measurement

Happiness
Some motivation

Measuring emotional
content

Hedonometer

Analysis

Songs

Blogs

SOTU

A Better Lexical Lens

Geography

Movement

Extras

References

The PoCSverse
Finding
Happiness
14 of 159

Introduction

Measurement

Happiness
Some motivation

Measuring emotional
content

Hedonometer

Analysis

Songs

Blogs

SOTU

A Better Lexical Lens

Geography

Movement

Extras

References

What matters and what’s measurable:
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Panometer—Three kinds of lexical meters:

1. Principled lexical meters:
 The Hedonometer.
 The Lexicocalorimeter.

2. Ground truth lexical meters:
 Insomniometer.
 Hangoverometer.

3. Bootstrap lexical meters:
 Boredometer.
 Hashtagometers.
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Measuring Happiness and Sadness:

Socrates et al.:
eudaimonia [23]

Bentham:
hedonistic
calculus

Jefferson:
…the pursuit of
happiness
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Early drafts:
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Happiness:

Even the odd modern economist
is happy:

“Happiness” by Richard
Layard [29]

[amazon]
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What makes us happy?—Layard’s
summary:
Dominant factors:

 Family
relationships

 Financial
situation

 Work
 Community and

Friends

 Health
 Personal Values
 Personal

Freedom

Unimportant factors:

 Age
 Gender
 Education

 Inherent
intelligence

 Looks
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Desiring happiness—not just for boffins:
 Average people routinely report being happy is

what they want most in life [29, 30, 8]

 And it matters: “Happy people live longer:…”
Survey by Diener and Chan. [8]

National indices of
well-being:
 Bhutan
 UK
 France
 Australia
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Some easy knocks:

“The Passionate State of Mind: And Other
Aphorisms”
by Eric Hoffer (1954). [21]

“The search for happiness is one of the chief sources
of unhappiness.”
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Some easy knocks:

Colbert: “Happiness is totally overrated …”
“Happiness is for the weak.”

Full interview with Jennifer Senior here (2014/02/03)
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30 Rock, S7E8:

JD: “Before she died, Colleen told me—she just wants me to be
happy. ‘I just want you to be happy.’ You know who you say that
to? A loser. Someone who can’t hope for anything more in life
than just being happy. You say that to someone who has
disappointed you.”
LL: “Jack.”
JD: “No. It’s perfect. She’s a genius. One last twist of the knife. Well,
thank you for coming, Lemon, but I better get going. The funeral is
tomorrow. Colleen wanted to be buried before the rest of the
family found out and sold her body to a haunted house. And, of
course, I get to eulogize Colleen at the service. One more chance
to disappoint her as she looks up at me from her throne In hell.
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Meaning rather than happiness:

“Mindfulness in Plain English”
by Henepola Gunaratana (1992). [20]

“Flow”
by Mihaly Csikszentmihalyi (1990). [6]

 Can we measure Flow in a big data way?
 Maybe drops in social media usage indicate

people are doing okay?
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Emotional content

So how does one measure
1. happiness?
2. levels of other emotional states?

Just ask people how happy they are.
 Experience sampling [5, 7, 6] (Csikszentmihalyi et al.)
 Day reconstruction [24] (Kahneman et al.)

But self-reporting has some drawbacks:
 relies on memory and self-perception
 induces misreporting [31]

 costly
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Happiness, attention, and doing:

A Wandering Mind Is an
Unhappy Mind
Matthew A. Killingsworth* and Daniel T. Gilbert

Unlike other animals, human beings spend
a lot of time thinking about what is not
going on around them, contemplating

events that happened in the past, might happen
in the future, or will never happen at all. Indeed,
“stimulus-independent thought” or “mind wan-
dering” appears to be the brain’s default mode
of operation (1–3). Although this ability is a re-
markable evolutionary achievement that allows
people to learn, reason, and plan, it may have an
emotional cost. Many philosophical and religious
traditions teach that happiness is to be found by
living in the moment, and practitioners are trained
to resist mind wandering and “to be here now.”
These traditions suggest that a wandering mind is
an unhappy mind. Are they right?

Laboratory experiments have revealed a great
deal about the cognitive and neural bases of mind
wandering (3–7), but little about its emotional
consequences in everyday life. The most reliable
method for investigating real-world emotion is ex-
perience sampling, which involves contacting peo-
ple as they engage in their everyday activities and
asking them to report their thoughts, feelings, and
actions at that moment. Unfortunately, collecting
real-time reports from large numbers of people as
they go about their daily lives is so cumbersome
and expensive that experience sampling has rarely
been used to investigate the relationship between
mind wandering and happiness and has always
been limited to very small samples (8, 9).

We solved this problem by developing aWeb
application for the iPhone (Apple Incorporated,
Cupertino, California), which we used to create
an unusually large database of real-time reports
of thoughts, feelings, and actions of a broad range
of people as they went about their daily activ-
ities. The application contacts participants through
their iPhones at random moments during their
waking hours, presents them with questions,
and records their answers to a database at www.
trackyourhappiness.org. The database currently
contains nearly a quarter of a million samples
from about 5000 people from 83 different coun-
tries who range in age from 18 to 88 and who
collectively represent every one of 86 major oc-
cupational categories.

To find out how often people’s minds wander,
what topics they wander to, and how those wan-
derings affect their happiness, we analyzed samples
from 2250 adults (58.8% male, 73.9% residing in
the United States, mean age of 34 years) who were
randomly assigned to answer a happiness question
(“How are you feeling right now?”) answered on a
continuous sliding scale from very bad (0) to very
good (100), an activity question (“What are you
doing right now?”) answered by endorsing one or

more of 22 activities adapted from the day recon-
struction method (10, 11), and a mind-wandering
question (“Are you thinking about something
other than what you’re currently doing?”) answered
with one of four options: no; yes, something pleas-
ant; yes, something neutral; or yes, something un-
pleasant. Our analyses revealed three facts.

First, people’s minds wandered frequently, re-
gardless of what they were doing. Mind wandering
occurred in 46.9% of the samples and in at least
30% of the samples taken during every activity
except making love. The frequency of mind wan-
dering in our real-world sample was considerably
higher than is typically seen in laboratory experi-
ments. Surprisingly, the nature of people’s activ-
ities had only a modest impact on whether their
minds wandered and had almost no impact on the
pleasantness of the topics to which their minds
wandered (12).

Second, multilevel regression revealed that peo-
ple were less happy when their minds were wan-
dering than when they were not [slope (b) = –8.79,
P < 0.001], and this was true during all activities,

including the least enjoyable. Although people’s
minds were more likely to wander to pleasant topics
(42.5% of samples) than to unpleasant topics
(26.5% of samples) or neutral topics (31% of sam-
ples), people were no happier when thinking about
pleasant topics than about their current activity (b =
–0.52, not significant) and were considerably un-
happier when thinking about neutral topics (b =
–7.2, P < 0.001) or unpleasant topics (b = –23.9,
P < 0.001) than about their current activity (Fig. 1,
bottom). Although negative moods are known
to cause mind wandering (13), time-lag analyses
strongly suggested that mind wandering in our
sample was generally the cause, and not merely
the consequence, of unhappiness (12).

Third, what people were thinking was a better
predictor of their happiness than was what they
were doing. The nature of people’s activities ex-
plained 4.6% of the within-person variance in hap-
piness and 3.2% of the between-person variance in
happiness, but mind wandering explained 10.8%
of within-person variance in happiness and 17.7%
of between-person variance in happiness. The var-
iance explained by mind wandering was largely
independent of the variance explained by the na-
ture of activities, suggesting that the two were in-
dependent influences on happiness.

In conclusion, a human mind is a wandering
mind, and a wandering mind is an unhappy mind.
The ability to think about what is not happening
is a cognitive achievement that comes at an emo-
tional cost.
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Fig. 1. Mean happiness reported during each ac-
tivity (top) and while mind wandering to unpleas-
ant topics, neutral topics, pleasant topics or not
mind wandering (bottom). Dashed line indicates
mean of happiness across all samples. Bubble area
indicates the frequency of occurrence. The largest
bubble (“not mind wandering”) corresponds to
53.1% of the samples, and the smallest bubble
(“praying/worshipping/meditating”) corresponds to
0.1% of the samples.
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other than what you’re currently doing?”) answered
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pleasant. Our analyses revealed three facts.
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except making love. The frequency of mind wan-
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higher than is typically seen in laboratory experi-
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ities had only a modest impact on whether their
minds wandered and had almost no impact on the
pleasantness of the topics to which their minds
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dering than when they were not [slope (b) = –8.79,
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–0.52, not significant) and were considerably un-
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–7.2, P < 0.001) or unpleasant topics (b = –23.9,
P < 0.001) than about their current activity (Fig. 1,
bottom). Although negative moods are known
to cause mind wandering (13), time-lag analyses
strongly suggested that mind wandering in our
sample was generally the cause, and not merely
the consequence, of unhappiness (12).

Third, what people were thinking was a better
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were doing. The nature of people’s activities ex-
plained 4.6% of the within-person variance in hap-
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Fig. 1. Mean happiness reported during each ac-
tivity (top) and while mind wandering to unpleas-
ant topics, neutral topics, pleasant topics or not
mind wandering (bottom). Dashed line indicates
mean of happiness across all samples. Bubble area
indicates the frequency of occurrence. The largest
bubble (“not mind wandering”) corresponds to
53.1% of the samples, and the smallest bubble
(“praying/worshipping/meditating”) corresponds to
0.1% of the samples.
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We’d like to build an ‘hedonometer’:

 An instrument to ‘remotely-sense’
emotional states and levels, in
real time or post hoc.

Ideally:

 Transparent
 Fast
 Based on written

expression
 Uses human

evaluation

 Non-reactive
 Complementary to

self-reported
measures

 Improvable
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We don’t want to end up here:

Science Policy
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Ousiometrics before we called it that:

Measuring essential meaning [9]

 Idea: Build on measures of the essential meaning of individual words.

 Osgood et al. (1957) [36] identified a basis of three psychological
variables as semantic differentials:

 Evaluation, Potency, and Activation.

 EPA was recast by Mehrabian and Russell (1974) [33] in the context of
emotion:

 Valence (or sometimes Pleasure): bad ↔ good
 Arousal: passive ↔ active
 Dominance: weak ↔ strong


 VAD became more commonly used framework.
 ‘VAD ≡ EAP’ (more later).
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ANEW study

 ANEW = “Affective Norms for English Words”

 Study: participants shown lists of isolated words
 Asked to grade each word’s valence, arousal, and

dominance level
 Integer scale of 1–9

 𝑁 =1034 words—previously identified as bearing
emotional weight

 Participants = College students (*cough*)
 Results published by Bradley and Lang (1999) [2]
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1999 ANEW study—three 1–9 scales: [2]
valence:

arousal:

dominance:

The PoCSverse
Finding
Happiness
36 of 159

Introduction

Measurement

Happiness
Some motivation

Measuring emotional
content

Hedonometer

Analysis

Songs

Blogs

SOTU

A Better Lexical Lens

Geography

Movement

Extras

References

ANEW study:

Valence = Happiness:
 Valence scale presented to participants as a

‘happy-unhappy scale.’
 Participants were further told:

“At one extreme of this scale, you are happy,
pleased, satisfied, contented, hopeful. …

The other end of the scale is when you feel
completely unhappy, annoyed, unsatisfied,
melancholic, despaired, or bored.”
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ANEW study words—examples

0 50 100 150 200
1

2

3

4

5

6

7

8

9

funeral/rape/suicide

trauma/hostage/disgusted

fault/corrupt/lawsuit

derelict/neurotic/vanity

engine/paper/street

optimism/pancakes/church

glory/luxury/trophy

love/paradise/triumphant

frequency

va
le

nc
e 

v
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Analysing text:
 Simplest measure for a text:

𝜃avg =
𝑁

∑
𝑖=1

𝑝𝑖𝜃𝑖

where 𝑝𝑖 is fractional abundance of word 𝑖 and 𝜃 is
average valence, arousal, or dominance for word 𝑖.

 Focus on happiness (valence), 𝜃 = ℎ.
 Average happiness typically falls between 5 and 7.

Measuring the perceived happiness of a
text:

ANEW
words

11. perfume

14. lie

k=1. love
2. mother
3. baby
4. beauty
5. truth
6. people
7. strong
8. young
9. girl
10. movie

12. queen
13. name

8.72
8.39
8.22
7.82
7.80
7.33
7.11
6.89
6.87
6.86
6.76
6.44
5.55
2.79

1
1
3
1
1

1
2
4
1
1
1
1
1

from a movie scene.

’cause the lie becomes the truth.

And be careful of what you do

She’s just a girl who claims

Billie Jean is not my lover,

that I am the one.

Michael Jackson’s Billie Jean

vMichael
Jackson

vThriller

= 7.1

= 6.4

= 6.3

=v
text ∑

k
fk

vBillie Jean

∑

k
vkfk

fk

“She was more like a beauty queen

2
And mother always told me,

be careful who you love.

vk
Lyrics for

 Temperature-like measure—large numbers only.
 Not meant to be used at level of sentence,

paragraph, song, tweet, ...
 Important: Social measure of sentiment.
 Later: see instrument is tunable.

Daft Punk’s “Around the World”:

Around the world, around the world
Around the world, around the world
Around the world, around the world
Around the world, around the world

Around the world, around the world
Around the world, around the world
Around the world, around the world
Around the world, around the world

Around the world, around the world
Around the world, around the world
Around the world, around the world
Around the world, around the world

Around the world, around the world
Around the world, around the world
Around the world, around the world
Around the world, around the world

Around the world, around the world
Around the world, around the world
Around the world, around the world
Around the world, around the world

Around the world, around the world
Around the world, around the world
Around the world, around the world
Around the world, around the world

Around the world, around the world
Around the world, around the world
Around the world, around the world
Around the world, around the world

Around the world, around the world
Around the world, around the world
Around the world, around the world
Around the world, around the world

Around the world, around the world
Around the world, around the world
Around the world, around the world
Around the world, around the world

Around the world, around the world
Around the world, around the world
Around the world, around the world
Around the world, around the world

Around the world, around the world
Around the world, around the world
Around the world, around the world
Around the world, around the world

Around the world, around the world
Around the world, around the world
Around the world, around the world
Around the world, around the world
.

Around the world, around the world
Around the world, around the world
Around the world, around the world
Around the world, around the world

Around the world, around the world
Around the world, around the world
Around the world, around the world
Around the world, around the world

Around the world, around the world
Around the world, around the world
Around the world, around the world
Around the world, around the world

Around the world, around the world
Around the world, around the world
Around the world, around the world
Around the world, around the world

Around the world, around the world
Around the world, around the world
Around the world, around the world
Around the world, around the world

Around the world, around the world
Around the world, around the world
Around the world, around the world
Around the world, around the world

Magic: Low entropy, high energy.



The PoCSverse
Finding
Happiness
43 of 159

Introduction

Measurement

Happiness
Some motivation

Measuring emotional
content

Hedonometer

Analysis

Songs

Blogs

SOTU

A Better Lexical Lens

Geography

Movement

Extras

References

Song Lyrics—average happiness
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Song Lyrics—measurement robustness
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100 random subsets of 750 ANEW words
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Song Lyrics—average happiness of genres:

1960 1970 1980 1990 2000 2010
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Gospel/Soul (6.91)
Pop (6.69)
Reggae (6.40)
Rock (6.27)
Rap/Hip−Hop (6.01)
Punk (5.61)
Metal/Industrial (5.10)
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Happiness Word Shift Graph (early version):

−20 −10 0 10

25
24
23
22
21
20
19
18
17
16
15
14
13
12
11
10
9
8
7
6
5
4
3
2
1 love ↓

lonely ↓
hate ↑
pain ↑
baby ↓
death ↑
dead ↑
home ↓
sick ↑
fear ↑
hit ↑
hell ↑
fall ↑
sin ↑
lost ↑

sad ↓
burn ↑
lie ↑
scared ↑
afraid ↑
music ↓

life ↑
god ↑

trouble ↓
loneliness ↓

Per word valence shift ∆
i

W
or

d 
nu

m
be

r i

Per word drop in valence of lyrics from 1980−2007 relative to valence of lyrics from 1960−1979:

lonely ↓
sad ↓

trouble ↓
loneliness ↓

devil ↓
Decreases in relatively
low valence words
contribute to increase
in average valence

life ↑
god ↑

truth ↑
party ↑

sex ↑
Increases in relatively
high valence words
contribute to increase
in average valence

hate ↑
pain ↑
death ↑
dead ↑
sick ↑

Increases in relatively
low valence words
contribute to drop
in average valence

love ↓
baby ↓
home ↓
music ↓
good ↓

Decreases in relatively
high valence words
contribute to drop
in average valence

Key:

 Word shifts are word clouds for grown ups.

Word data shift details:

Given two texts 𝑇ref and 𝑇comp:

 Measure difference in average happiness:
ℎ(comp)
avg − ℎ(ref)

avg

 Evident question: Which words contribute the
most to this change?

 Break difference down by contributions from
individual words:

𝛿ℎavg,𝑖 = 100
∣ℎ(comp)

avg − ℎ(ref)
avg ∣

[ℎavg(𝑤𝑖) − ℎ(ref)
avg ]⏟⏟⏟⏟⏟⏟⏟

+/−

[𝑝(comp)
𝑖 − 𝑝(ref)

𝑖 ]⏟⏟⏟⏟⏟⏟⏟
↑/↓

 Must have: ∑𝑖 𝛿ℎavg,𝑖 = ±100
 Rank words by |𝛿ℎavg,𝑖|
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Word data shift details:

ℎ(comp)
avg − ℎ(ref)

avg =
𝑁

∑
𝑖=1

ℎavg(𝑤𝑖)𝑝(comp)
𝑖 −

𝑁
∑
𝑖=1

ℎavg(𝑤𝑖)𝑝(ref)
𝑖

=
𝑁

∑
𝑖=1

ℎavg(𝑤𝑖) [𝑝(comp)
𝑖 − 𝑝(ref)

𝑖 ]

=
𝑁

∑
𝑖=1

[ℎavg(𝑤𝑖) − ℎ(ref)
avg ] [𝑝(comp)

𝑖 − 𝑝(ref)
𝑖 ]

where

𝑁
∑
𝑖=1

ℎ(ref)
avg [𝑝(comp)

𝑖 − 𝑝(ref)
𝑖 ] = ℎ(ref)

avg

𝑁
∑
𝑖=1

[𝑝(comp)
𝑖 − 𝑝(ref)

𝑖 ]

= ℎ(ref)
avg (1 − 1) = 0.
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+↑: Increased usage of relatively positive words—If a word
is happier than text 𝑇ref (+) and appears relatively
more often in text 𝑇comp (↑), then the contribution to
the difference ℎ(comp)

avg − ℎ(ref)
avg is positive;

−↓: Decreased usage of relatively negative words—If a
word is less happy than text 𝑇ref (−) and appears
relatively less often in text 𝑇comp (↓), then the
contribution to the difference ℎ(comp)

avg − ℎ(ref)
avg is also

positive;

+↓: Decreased usage of relatively positive words—If a word
is happier than text 𝑇ref (+) and appears relatively less
often in text 𝑇comp (↓), then the contribution to the
difference ℎ(comp)

avg − ℎ(ref)
avg is negative; and

−↑: Increased usage of relatively negative words—If a word
is less happy than text 𝑇ref (−) and appears relatively
more often in text 𝑇comp (↑), then the contribution to
the difference ℎ(comp)

avg − ℎ(ref)
avg is also negative.
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Top 50 of ≃ 20,000 artists:
Rank Artist ℎavg
1 All-4-One 7.15
2 Luther Vandross 7.12
3 S Club 7 7.05
4 K Ci & JoJo 7.04
5 Perry Como 7.04
6 Diana Ross & The Supremes 7.03
7 Buddy Holly 7.02
8 Faith Evans 7.01
9 The Beach Boys 7.01
10 Jon B 6.98
11 Dru Hill 6.96
12 Earth Wind & Fire 6.95
13 Ashanti 6.95
14 Otis Redding 6.93
15 Faith Hill 6.93
16 NSync 6.93
17 The Supremes 6.91
18 The Partridge Family 6.91
19 Kelly Price 6.89
20 Tamia 6.89
21 Avant 6.88
22 Jennifer Lopez 6.88
23 Vanessa Williams 6.87
24 Babyface 6.87
25 E Rotic 6.87

Rank Artist ℎavg
26 Sarah Connor 6.86
27 Darlene Zschech 6.86
28 Mary J Blige 6.86
29 Steve Miller Band 6.86
30 New Edition 6.86
31 Mandy Moore 6.86
32 Alicia Keys 6.85
33 Cher 6.85
34 Modern Talking 6.85
35 Mario 6.84
36 Aretha Franklin 6.84
37 Jessica Simpson 6.84
38 112 6.84
39 Backstreet Boys 6.83
40 Billy Gilman 6.83
41 B2K 6.82
42 Stevie Wonder 6.82
43 John Legend 6.81
44 Ricky Nelson 6.79
45 Lionel Richie 6.79
46 98 Degrees 6.79
47 Boyzone 6.79
48 Gerald Levert 6.79
49 Nat King Cole 6.78
50 Marques Houston 6.78

(criteria: ≥ 50 songs and ≥ 1000 ANEW words)
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Bottom 50 of ≃ 20,000 artists:
Rank Artist ℎavg
1 Slayer 4.80
2 Misfits 4.88
3 Staind 4.93
4 Slipknot 4.98
5 Darkthrone 4.98
6 Death 5.02
7 Black Label Society 5.05
8 Pig 5.08
9 Voivod 5.14
10 Fear Factory 5.15
11 Iced Earth 5.16
12 Simple Plan 5.16
13 Machine Head 5.17
14 Metallica 5.19
15 Dimmu Borgir 5.20
16 Mudvayne 5.21
17 Linkin Park 5.22
18 Papa Roach 5.22
19 Audioslave 5.24
20 Rage Against The Machine 5.24
21 Cradle Of Filth 5.25
22 Dark Tranquility 5.26
23 Jack Off Jill 5.28
24 Evanescence 5.30
25 Twiztid 5.33

Rank Artist ℎavg
26 Nine Inch Nails 5.34
27 Sevendust 5.34
28 Annihilator 5.35
29 Biohazard 5.36
30 Insane Clown Posse 5.36
31 Megadeth 5.36
32 Manowar 5.37
33 Zebrahead 5.38
34 Danzig 5.39
35 Acid Drinkers 5.40
36 Dag Nasty 5.40
37 Iron Maiden 5.40
38 Flotsam And Jetsam 5.41
39 Powerman 5000 5.42
40 Anthrax 5.43
41 Rhapsody 5.43
42 Korn 5.43
43 Rage 5.44
44 Accept 5.45
45 Esham 5.46
46 Blind Guardian 5.46
47 White Zombie 5.47
48 Helloween 5.50
49 W A S P 5.50
50 Green Day 5.50

(criteria: ≥ 50 songs and ≥ 1000 ANEW words)



Text: ℎavg Words with a similar score:

Soul/Gospel
lyrics [12]

6.9 chocolate (6.88), leisurely (6.88), penthouse
(6.81)

Pop lyrics [12] 6.7 dream (6.73), honey (6.73), sugar (6.74)
Dante’s Paradise [?] 6.5 muffin (6.57), rabbit (6.57), smooth (6.58)
Tweets, 9/9/2008 to
12/31/2010

6.4 thought (6.39), face (6.39), blond (6.42)

Rock lyrics [12] 6.3 church (6.28), tree (6.32), air (6.34)
Enron Emails [?] 6.2 clouds (6.18), alert (6.20), computer (6.24)
State of the Union
Messages [12]

6.1 grass (6.12), idol (6.12), bottle (6.15)

New York Times
(1987–2007) [38]

6.0 hotel (6.00), tennis (6.02), wonder (6.03)

Blogs [12] 5.8 owl (5.80), whistle (5.81), humble (5.86)
Dante’s Inferno [?] 5.5 glacier (5.50), repentant (5.53), mischief (5.57)
Heavy Metal
lyrics [12]

5.4 lamp (5.41), elevator (5.44), truck (5.47)
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Lexicon Valley, Episode #62, June 17, 2015
 Mike Vuolo and Bob Garfield.

Language has a Positivity Bias. How did we measure that?
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Data sets:
 Blog phrases containing “I feel...”, “I am feeling”,

etc., taken from wefeelfine.org (API, 2005–2010)

Thanks to ...
Isabel KloumannKameron Harris

Jonathan Harris & Sep Kamvar
wefeelfine.org

Catherine Bliss

 Created by
Jonathan Harris
& Sep Kamvar
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So I really consider myself a storyteller. But I don’t
really tell stories in the usual way, in the sense that I
don’t usually tell my own stories. Instead, I’m really
interested in building tools that allow large numbers of
other people to tell their stories, people all around the
world. I do this because I think that people actually
have a lot in common. I think people are very similar,
but I also think that we have trouble seeing that.
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wefeelfine.org:
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wefeelfine.org:

Blogs—Overall trend
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From wefeelfine.org by Jonathan Harris & Sep
Kamvar

13 20 30 40 50 60 70 80
5.5

5.6

5.7

5.8

5.9

6

6.1

blogger age

va
le
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(v
)

 Average happiness as a function of the age
bloggers report they will turn in the year of their
posting.
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Blogs—Age

 Self-report studies find little variation in happiness
with age [14, 15]

 Surprising: Expect a rise and fall.
 A ‘challenge’ for theory...
 Related to the Easterlin Paradox:

Money doesn’t buy happiness
 But maybe it does a little bit—Veenhoven &

Hagerty (2003) and Wolfers & Stevenson (2008).
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Blogs—Latitude

0 10 20 30 40 50 60 70

5.7

5.75

5.8

5.85

latitude |degrees|

Near equator—social factors
 Increase in ‘sad’, ‘bored’,

‘lonely’, ‘stupid’, ‘guilty’
 Decrease in ‘good’ and

‘people’

Near poles—
social/psychological/climate
 Increase in ‘sick’, ‘guilty’,

‘cold’, ‘depressed’, and
‘headache’ and decrease of
‘love’ and ‘life.’

 Offset by decrease in ‘hurt’
and ‘pain.’

 More ‘bed’ and ‘sleep.’
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labMT 1.0:
language assessment by Mechanical Turk

Four corpora:
 Twitter
 Google Books
 Music Lyrics
 New York

Times

 5000 most frequently used words for each corpus.
 10,222 words, 50 evaluations each, 1–9 scale: [32]

1 2 3 4 5 6 7 8 9
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valence word valence std dev twitter g-books nyt lyrics
rank rank rank rank rank

1 laughter 8.50 0.93 3600 – – 1728
2 happiness 8.44 0.97 1853 2458 – 1230
3 love 8.42 1.11 25 317 328 23
4 happy 8.30 0.99 65 1372 1313 375
5 laughed 8.26 1.16 3334 3542 – 2332
6 laugh 8.22 1.37 1002 3998 4488 647
7 laughing 8.20 1.11 1579 – – 1122
8 excellent 8.18 1.10 1496 1756 3155 –
9 laughs 8.18 1.16 3554 – – 2856
10 joy 8.16 1.06 988 2336 2723 809
11 successful 8.16 1.08 2176 1198 1565 –
12 win 8.12 1.08 154 3031 776 694
13 rainbow 8.10 0.99 2726 – – 1723
14 smile 8.10 1.02 925 2666 2898 349
15 won 8.10 1.22 810 1167 439 1493
16 pleasure 8.08 0.97 1497 1526 4253 1398
17 smiled 8.08 1.07 – 3537 – 2248
18 rainbows 8.06 1.36 – – – 4216
19 winning 8.04 1.05 1876 – 1426 3646
20 celebration 8.02 1.53 3306 – 2762 4070
21 enjoyed 8.02 1.53 1530 2908 3502 –
22 healthy 8.02 1.06 1393 3200 3292 4619
23 music 8.02 1.12 132 875 167 374
24 celebrating 8.00 1.14 2550 – – –
25 congratulations 8.00 1.63 2246 – – –
26 weekend 8.00 1.29 317 – 833 2256
27 celebrate 7.98 1.15 1606 – 3574 2108
28 comedy 7.98 1.15 1444 – 2566 –
29 jokes 7.98 0.98 2812 – – 3808
30 rich 7.98 1.32 1625 1221 1469 890
� � � � � � � �
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valence word valence std dev twitter g-books nyt lyrics
rank rank rank rank rank

� � � � � � � �
10193 violence 1.86 1.05 4299 1724 1238 2016
10194 cruel 1.84 1.15 2963 – – 1447
10195 cry 1.84 1.28 1028 3075 – 226
10196 failed 1.84 1.00 2645 1618 1276 2920
10197 sickness 1.84 1.18 4735 – – 3782
10198 abused 1.83 1.31 – – – 4589
10199 tortured 1.82 1.42 – – – 4693
10200 fatal 1.80 1.53 – 4089 – 3724
10201 killings 1.80 1.54 – – 4914 –
10202 murdered 1.80 1.63 – – – 4796
10203 war 1.80 1.41 468 175 291 462
10204 kills 1.78 1.23 2459 – – 2857
10205 jail 1.76 1.02 1642 – 2573 1619
10206 terror 1.76 1.00 4625 4117 4048 2370
10207 die 1.74 1.19 418 730 2605 143
10208 killing 1.70 1.36 1507 4428 1672 998
10209 arrested 1.64 1.01 2435 4474 1435 –
10210 deaths 1.64 1.14 – – 2974 –
10211 raped 1.64 1.43 – – – 4528
10212 torture 1.58 1.05 3175 – – 3126
10213 died 1.56 1.20 1223 866 208 826
10214 kill 1.56 1.05 798 2727 2572 430
10215 killed 1.56 1.23 1137 1603 814 1273
10216 cancer 1.54 1.07 946 1884 796 3802
10217 death 1.54 1.28 509 307 373 433
10218 murder 1.48 1.01 2762 3110 1541 1059
10219 terrorism 1.48 0.91 – – 3192 –
10220 rape 1.44 0.79 3133 – 4115 2977
10221 suicide 1.30 0.84 2124 4707 3319 2107
10222 terrorist 1.30 0.91 3576 – 3026 –
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std dev word valence std dev twitter g-books nyt lyrics
rank rank rank rank rank

1 f��king 4.64 2.93 448 – – 620
2 fKKkin 3.86 2.74 1077 – – 688
3 fKKked 3.56 2.71 1840 – – 904
4 pussy 4.80 2.66 2019 – – 949
5 whiskey 5.72 2.64 – – – 2208
6 slut 3.57 2.63 – – – 4071
7 cigarettes 3.31 2.60 – – – 3279
8 fKKk 4.14 2.58 322 – – 185
9 mortality 4.38 2.55 – 3960 – –
10 cigarette 3.09 2.52 – – – 2678
11 motherfKKkers 2.51 2.47 – – – 1466
12 churches 5.70 2.46 – 2281 – –
13 motherfKKking 2.64 2.46 – – – 2910
14 capitalism 5.16 2.45 – 4648 – –
15 porn 4.18 2.43 1801 – – –
16 summer 6.40 2.39 896 1226 721 590
17 beer 5.92 2.39 839 4924 3960 1413
18 execution 3.10 2.39 – 2975 – –
19 wines 6.28 2.37 – – 3316 –
20 zombies 4.00 2.37 4708 – – –
21 aids 4.28 2.35 2983 3996 1197 –
22 capitalist 4.84 2.34 – 4694 – –
23 revenge 3.71 2.34 – – – 2766
24 mcdonalds 5.98 2.33 3831 – – –
25 beatles 6.44 2.33 3797 – – –
26 islam 4.68 2.33 – 4514 – –
27 pay 5.30 2.32 627 769 460 499
28 alcohol 5.20 2.32 2787 2617 3752 3600
29 muthafKKkin 3.00 2.31 – – – 4107
30 christ 6.16 2.31 2509 909 4238 1526
� � � � � � � �
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Twitter—living in the now:
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 Quantifying the quotidian.

The PoCSverse
Finding
Happiness
78 of 159

Introduction

Measurement

Happiness
Some motivation

Measuring emotional
content

Hedonometer

Analysis

Songs

Blogs

SOTU

A Better Lexical Lens

Geography

Movement

Extras

References

Twitter—living in the now:
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 Makes the unexpected believable...

The happiest distribution:

2 4 6 10 26 100 140
10

0

10
2

10
4

10
6

Number of Letters (String Length)

F
re

qu
en

cy

haha

ha hahaha

hahahahaha

hahahahahahahahahahahahaha

ha
ha

ha
ha

ha
ha

ha
ha

ha
ha

ha
ha

ha
ha

ha
ha

ha
ha

ha
ha

ha
ha

ha
ha

ha
ha

ha
ha

ha
ha

ha
ha

ha
ha

ha
ha

ha
ha

ha
ha

ha
ha

ha
ha

ha
ha

ha
ha

ha
ha

ha
ha

ha
ha

ha
ha

ha
ha

ha
ha

ha
ha

ha
ha

ha
ha

The PoCSverse
Finding
Happiness
80 of 159

Introduction

Measurement

Happiness
Some motivation

Measuring emotional
content

Hedonometer

Analysis

Songs

Blogs

SOTU

A Better Lexical Lens

Geography

Movement

Extras

References

RESEARCH ARTICLE

Hahahahaha, Duuuuude, Yeeessss!: A two-

parameter characterization of stretchable

words and the dynamics of mistypings and

misspellings

Tyler J. GrayID
1,2,3,4*, Christopher M. Danforth1,2,3,4*, Peter Sheridan Dodds1,2,3,4*

1 Department of Mathematics and Statistics, University of Vermont, Burlington, VT, United States of America,

2 Vermont Complex Systems Center, University of Vermont, Burlington, VT, United States of America,

3 Computational Story Lab, University of Vermont, Burlington, VT, United States of America, 4 Vermont

Advanced Computing Core, University of Vermont, Burlington, VT, United States of America

* tyler.gray@uvm.edu (TJG); chris.danforth@uvm.edu (CMD); peter.dodds@uvm.edu (PSD)

Abstract

Stretched words like ‘heellllp’ or ‘heyyyyy’ are a regular feature of spoken language, often

used to emphasize or exaggerate the underlying meaning of the root word. While stretched

words are rarely found in formal written language and dictionaries, they are prevalent within

social media. In this paper, we examine the frequency distributions of ‘stretchable words’

found in roughly 100 billion tweets authored over an 8 year period. We introduce two central

parameters, ‘balance’ and ‘stretch’, that capture their main characteristics, and explore their

dynamics by creating visual tools we call ‘balance plots’ and ‘spelling trees’. We discuss

how the tools and methods we develop here could be used to study the statistical patterns of

mistypings and misspellings and be used as a basis for other linguistic research involving

stretchable words, along with the potential applications in augmenting dictionaries, improv-

ing language processing, and in any area where sequence construction matters, such as

genetics.

1 Introduction

Watch a soccer match, and you are likely to hear an announcer shout

‘GOOOOOOOOOAAAAAAAAL!!!!!!’. Vowel lengthening and consonant lengthening (called

gemination) is a feature of some languages and can change a word, including its meaning [1].

Stretched words, as in the example above, sometimes called elongated words [2], are also an

integral part of many languages, especially in spoken language. However, rather than

completely changing the meaning of the word, this stretching, also called word lengthening

[3], expressive lengthening [4, 5], or use of letter repetitions [6], is often used to modify the

meaning of the base word in some way, such as to strengthen the meaning (e.g., ‘huuuuuge’),

imply sarcasm (e.g., ‘suuuuure’), show excitement (e.g., ‘yeeeessss’), or communicate danger

(e.g., ‘nooooooooooooo’). We will refer to words that are amenable to such lengthening as

‘stretchable words’.
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“Hahahahaha, Duuuuude, Yeeessss!: A
two-parameter characterization of
stretchable words and the dynamics of
mistypings and misspellings”
Gray, Danforth, and Dodds,
PLOS ONE, 15, e0232938, 2020. [19]

 “GOOOOOOOOOAAAAAAAAL!!!!!!”
 An exploration of families of strange lexical

creatures.
 Regular expression festival.
 Identified kernels: ha versus goal.
 Defined and measured stretch and balance
 Stretch: Inequality (Gini) coefficient; Balance:

(Shannon’s) entropy.
 Spelling trees!

8

FIG. 10. Spelling tree for the kernel (ha). The root node represents ‘h’. From there, branching to the left (light gray edge) is
equivalent to appending an ‘h’. Branching to the right (dark gray edge) is equivalent to appending an ‘a’. The edge width is
logarithmically related to the number of tokens that pass along that edge when spelled out. A few example words are annotated,
and their corresponding nodes are denoted with a star. This tree was trimmed by only including words with a token count
of at least 10,000. The code used to create the figures for these spelling trees is largely based on the algorithm presented by
Wetherel and Shannon [14]. We note that Mill has written a more recent paper based largely on this earlier work specialized
for Python [15], and an implementation for it as well [16], but they both contain algorithmic bugs (detailed in Appendix C).

nel using the Gini coe�cient. Thus, this plot positions
each kernel in the two dimensional space of balance and
stretch. We see that the kernels spread out across this
space and that these two dimensions capture two inde-
pendent characteristics of each kernel.

We do note that there are some structures visible in
Fig. 9. There is some roughly vertical banding. In
particular, the vertical band at H = 0 is from kernels
that only allow one character to stretch and the vertical
band near H = 1 is from kernels where all characters
are allowed to stretch and do so roughly equally, which
especially occurs with kernels that are a single two letter
element. Fainter banding around H ⇡ .43, H ⇡ .5, and
H ⇡ .63 can also be seen. This largely comes from ker-
nels of length 5, 4, and 3, respectively, that allow exactly
two characters to stretch and those characters stretch
roughly equally. If the stretch was perfectly equal, then
the normalized entropy in each respective case would
be H = 1/ log2(5) ⇡ .43, H = 1/ log2(4) = .5, and
H = 1/ log2(3) ⇡ .63.

D. Spelling trees

So far we have considered frequency distributions for
kernels by token length, combining the token counts for
all the di↵erent words of the same length matching the
kernel. However, di↵erent tokens of the same length
may of course be di↵erent words—di↵erent stretched
versions—of the same kernel. For kernels that contain
only single letter elements, these di↵erent versions may
just have di↵erent amounts of the respective stretched
letters, but all the letters are in the same order. However,
for kernels that have two letter elements, the letters can
change order in myriad ways, and the possible number of
di↵erent stretched versions of the same length becomes
much larger and potentially more interesting.

In order to further investigate these intricacies, we
introduce ‘spelling trees’ to give us a visual method of
studying the ways in which kernels with two letter ele-
ments are generally expanded. Fig. 10 gives the spelling
tree for the kernel (ha). The root node is the first letter
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Individual tweets have all kinds of potential
impact:

 Meme come true: Fleetwood Mac re-enter US
charts thanks to Twitter post (2018/04/04)

 Trump’s tweets (Amazon is a buy?)

The PoCSverse
Finding
Happiness
85 of 159

Introduction

Measurement

Happiness
Some motivation

Measuring emotional
content

Hedonometer

Analysis

Songs

Blogs

SOTU

A Better Lexical Lens

Geography

Movement

Extras

References

Mentions of CIA on Twitter, end of 2011:

 See story here for example [slate].
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The daily unravelling of the human mind:
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Depending on your perspective, Twitter is 
a great way to promote a product, keep up 
with far-fl ung friends and colleagues, con-
nect with others who share your passion for 
Korean boy bands, or maybe even start a rev-
olution. The 5-year-old social media Web site 
now claims that more than 100 million users 
post 230 million “tweets” (text messages up 
to 140 characters long) every day. In that 
torrent of data, some social scientists see an 
unprecedented opportunity to study human 
communication and social networks.

“Human interactions are what social sci-
entists are really all about,” says Michael 
Macy, a sociologist at Cornell University. 
But observing large numbers of spontaneous 
interactions, which are often fl eeting and pri-
vate, has been an obstacle, Macy says. Until 
now. “Human beings around the globe are 
now communicating with each other using 
devices that record those interactions and 
have open access,” Macy says. “I think this 
is an extraordinarily exciting moment in the 
behavioral and social sciences.”

On page 1878, Macy and his graduate stu-
dent Scott Golder report their effort to use 
Twitter to study the collective moods of mil-
lions of people in diverse cultures around the 
world in real time. Others have been using 
Twitter and other social media to investigate 
how information and persuasion propagate in 
social networks and to study political cam-

paigns and movements, including the recent 
uprisings in North Africa. 

Golder and Macy used a freely available 
protocol provided by Twitter to download 
more than 500 million tweets originating 
from 84 countries between February 2008 
and January 2010. They searched these mes-
sages for roughly 1000 words on a tried-and-
tested list of words associated with positive 
(agree, fantastic, super) and negative (afraid, 
mad, panic) emotion. 

Their fi ndings paint a portrait of humani-
ty’s mood swings. Positive emotion runs high 
in the morning, declines throughout the day, 
and rebounds in the evening. The same pat-
tern occurs on the weekends, suggesting it’s 
not just work bringing people down, Golder 
notes. People are happier overall on week-
ends, but the morning peak in good vibes is 
delayed by a couple of hours, suggesting they 
sleep in. Across the seasons, positive emotion 
increased from late December to late June as 
the days got longer and decreased during the 
other half of the year, lending support to other 
research suggesting that it’s the change in day 
length rather than the absolute day length that 
determines seasonal mood swings.  

Macy fi nds it remarkable that these pat-
terns were similar across such distinct cul-
tures and regions, once time zones and latitude 
were accounted for. Overall, the fi ndings sug-
gest that sleep and the biological clock exert 

a powerful infl uence on mood, Macy says. He 
and Golder acknowledge that that’s not a new 
idea, but they note that much of the previous 
research has been done on college undergrad-
uates, hardly a group that represents the gen-
eral population when it comes to sleep habits. 

Using Twitter to track the mood of nations 
is analogous to using satellites to track the 
atmosphere, says Peter Dodds, an applied 
mathematician at the University of Vermont 
in Burlington. Dodds concedes that remote 
sensing of human happiness “sounds a bit 
Orwellian,” but he says his group has a greater 
good in mind: developing a measure of a soci-
ety’s well-being that policymakers could use 
in parallel with economic indicators such as 
gross domestic product. In one recent study 
(available at http://arxiv.org/abs/1101.5120), 
Dodds, Christopher Danforth of Vermont, and 
colleagues examined 4.6 billion tweets over 
nearly 3 years. They paid people registered 
with Amazon’s Mechanical Turk service to 
rank the emotion evoked by more than 10,000 
common words on a nine-point happy face to 
sad face scale. Analyzing the frequency with 
which these words occurred in their massive 
database of tweets, Dodds and colleagues 
found several patterns reported by Golder and 
Macy, including happy weekends and a morn-
ing peak in mood followed by an afternoon 
decline—“the daily unraveling of the human 
mind,” Dodds calls it. The team also exam-
ined outlier days: Not surprisingly, unusually 
“happy” days often coincided with holidays, 
whereas especially unhappy days tended to 
coincide with unexpected events, such as the 
Japanese earthquake and tsunami (see fi gure). 
Their fi ndings also hint at a global decline in 
mood starting in April 2009 that continues at 
least through the fi rst half of 2011. 

Both studies illustrate the power of social 
media for studying social phenomena on a 
huge scale, says Duncan Watts, a sociolo-
gist at Yahoo! Research in New York City. 
Watts says it is reassuring that the results 
generally fi t with our intuitions. “It’s hard to 
imagine a result that we could get from these 
data that we wouldn’t subsequently be able to 
reconcile with what we already know about 
life,” he says. “If your standard for data-
driven social science is that it deliver deeply 
counter intuitive yet still believable results, 
I’m not sure that’s possible.” 

Watts and others think that social media 
could help break new ground in resolving 
questions about how information and infl u-
ence flow through social networks. One 
example involves the idea of social conta-
gion. In recent years, a string of high-profi le 
papers has suggested that everything from 
smoking habits to obesity to happiness can 

Social Scientists Wade Into 

The Tweet Stream
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“Social Scientists wade into the Tweet
stream”
Greg Miller,
Science, 333, 1814–1815, 2011. [34]

The PoCSverse
Finding
Happiness
87 of 159

Introduction

Measurement

Happiness
Some motivation

Measuring emotional
content

Hedonometer

Analysis

Songs

Blogs

SOTU

A Better Lexical Lens

Geography

Movement

Extras

References

−10 −5 0 5 10

1

5

10

15

20

25

30

35

40

45

50

love +↑
no −↓

haha +↑
party +↑

fun +↑
saturday +↑

+↓new
weekend +↑
not −↓
happy +↑
dont −↓

−↑ last
hahaha +↑

−↑bored
−↑drunk

live +↑
die −↓
friends +↑
game +↑
con −↓
movie +↑
cant −↓

−↑ fight
birthday +↑

+↓google
great +↑
sunday +↑
family +↑
beautiful +↑
beach +↑
home +↑

+↓ lunch
sick −↓
shopping +↑
playing +↑

−↑don’t
amazing +↑
bad −↓
awesome +↑
homework −↓
wedding +↑

−↑hangover
−↑miss
+↓ free

shit −↓
court −↓
nice +↑
won +↑

+↓school
movies +↑

Per word average happiness shift δhavg,r (%)

W
or

d
ra

nk
r

Tref: Tuesdays (havg=6.03)
Tcomp: Saturdays (havg=6.06)

Text size:
Tref Tcomp

+↓ +↑

−↑ −↓

Balance:

−87 : +187

0 100

10
0

10
1

10
2

10
3

10
4

∑r

i=1 δhavg,i

The PoCSverse
Finding
Happiness
88 of 159

Introduction

Measurement

Happiness
Some motivation

Measuring emotional
content

Hedonometer

Analysis

Songs

Blogs

SOTU

A Better Lexical Lens

Geography

Movement

Extras

References

Text element and context correlate in happiness
scores:
 Compare ambient happiness with text element

happiness.
 Spearman correlation coefficient:

𝑟𝑠 ≃ 0.79, 𝑝-value < 10−10.
 An on-average result: says nothing about any

individual sentence.
 Extra random piece: stemming is fallible.
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Ambient happiness: 19

Word h(amb)

avg

Total Tweets h(norm)

avg

1. happy +0.430 1.65e+07 (13) +1.104 (1)
2. Christmas +0.404 4.89e+06 (35) +0.953 (3)
3. vegan +0.315 1.84e+05 (90) -0.015 (46)
4. :) +0.274 1.04e+07 (20) +0.630 (12)
5. family +0.251 5.01e+06 (32) +0.716 (7)
6. :-) +0.228 1.67e+06 (60) +0.560 (16)
7. our +0.207 1.41e+07 (16) +0.159 (33)
8. win +0.204 7.98e+06 (26) +0.924 (4)
9. vacation +0.200 9.35e+05 (67) +0.817 (5)
10. party +0.170 6.44e+06 (29) +0.679 (9)
11. love +0.164 4.67e+07 (6) +0.977 (2)
12. friends +0.155 7.67e+06 (27) +0.685 (8)
13. hope +0.149 1.18e+07 (18) +0.515 (19)
14. co↵ee +0.147 2.80e+06 (46) +0.518 (18)
15. cash +0.146 1.28e+06 (63) +0.601 (14)
16. sun +0.144 2.39e+06 (52) +0.737 (6)
17. income +0.137 5.10e+05 (76) +0.621 (13)
18. summer +0.135 3.00e+06 (43) +0.221 (29)
19. church +0.131 1.81e+06 (58) -0.016 (47)
20. Valentine +0.127 2.47e+05 (84) +0.593 (15)
21. Stephen Colbert +0.126 2.38e+04 (99) +0.001 (45)
22. USA +0.113 2.16e+06 (54) +0.325 (26)
23. ! +0.106 3.44e+06 (40) +0.195 (31)
24. winter +0.101 1.26e+06 (64) +0.050 (43)
25. God +0.099 8.58e+06 (25) +0.468 (20)
26. hot +0.095 7.12e+06 (28) -0.172 (54)
27. ;) +0.094 2.61e+06 (48) +0.326 (25)
28. Jesus +0.094 2.03e+06 (56) +0.247 (28)
29. today +0.092 2.56e+07 (9) +0.126 (36)
30. kiss +0.072 1.70e+06 (59) +0.632 (11)
31. yes +0.056 1.16e+07 (19) +0.321 (27)
32. tomorrow +0.054 1.04e+07 (21) +0.086 (38)
33. you +0.052 1.73e+08 (3) +0.111 (37)
34. heaven +0.041 7.42e+05 (71) +0.674 (10)
35. ;-) +0.041 9.39e+05 (66) +0.395 (23)
36. we +0.035 3.91e+07 (7) +0.146 (34)
37. yesterday +0.033 3.08e+06 (42) -0.168 (53)
38. dark +0.031 1.58e+06 (61) -0.766 (81)
39. ? +0.030 2.32e+06 (53) -0.503 (68)
40. RT +0.028 3.39e+08 (1) -0.443 (66)
41. Michael Jackson +0.018 8.26e+05 (70) -0.213 (59)
42. night +0.014 1.71e+07 (12) +0.074 (40)
43. life +0.012 1.40e+07 (17) +0.422 (22)
44. health -0.000 2.58e+06 (50) +0.447 (21)
45. sex -0.008 3.55e+06 (39) +0.542 (17)
46. work -0.010 1.84e+07 (11) -0.174 (56)
47. girl -0.010 1.01e+07 (22) +0.331 (24)
48. boy -0.026 4.93e+06 (33) +0.062 (41)
49. I -0.048 3.08e+08 (2) -0.062 (49)
50. commute -0.048 9.01e+04 (94) -0.206 (57)

Word h(amb)

avg

Total Tweets h(norm)

avg

51. snow -0.051 2.60e+06 (49) +0.083 (39)
52. Jon Stewart -0.052 5.21e+04 (97) -0.024 (48)
53. school -0.056 9.26e+06 (24) +0.050 (42)
54. Lehman Brothers -0.078 8.50e+03 (100) -0.721 (79)
55. them -0.090 1.54e+07 (15) -0.280 (60)
56. right -0.090 1.92e+07 (10) +0.126 (35)
57. woman -0.115 2.54e+06 (51) +0.202 (30)
58. left -0.118 4.89e+06 (34) -0.383 (63)
59. me -0.119 1.44e+08 (4) +0.160 (32)
60. election -0.127 5.60e+05 (75) -0.306 (61)
61. Sarah Palin -0.128 2.26e+05 (87) -0.681 (76)
62. no -0.132 9.51e+07 (5) -1.415 (90)
63. rain -0.134 3.23e+06 (41) +0.050 (44)
64. climate -0.135 3.64e+05 (80) -0.160 (51)
65. gay -0.152 2.73e+06 (47) -0.552 (72)
66. lose -0.157 2.06e+06 (55) -1.181 (86)
67. they -0.159 2.74e+07 (8) -0.208 (58)
68. oil -0.162 1.38e+06 (62) -0.411 (65)
69. cold -0.162 3.67e+06 (36) -0.546 (71)
70. I feel -0.173 5.17e+06 (31) -0.129 (50)
71. man -0.175 1.59e+07 (14) -0.163 (52)
72. Republican -0.181 2.30e+05 (86) -0.539 (70)
73. sad -0.187 3.56e+06 (38) -1.366 (89)
74. gas -0.193 1.02e+06 (65) -0.471 (67)
75. economy -0.203 6.09e+05 (73) -0.525 (69)
76. Obama -0.205 2.98e+06 (44) -0.173 (55)
77. Democrat -0.226 9.32e+04 (93) -0.384 (64)
78. Congress -0.231 3.92e+05 (79) -0.580 (74)
79. hell -0.250 6.27e+06 (30) -1.551 (96)
80. sick -0.262 3.58e+06 (37) -1.630 (97)
81. Muslim -0.262 2.15e+05 (88) -0.569 (73)
82. war -0.270 1.96e+06 (57) -2.040 (100)
83. Pope -0.277 1.52e+05 (91) -0.316 (62)
84. hate -0.282 9.65e+06 (23) -1.520 (94)
85. Glenn Beck -0.282 1.14e+05 (92) -0.776 (82)
86. Islam -0.299 1.87e+05 (89) -0.710 (78)
87. George Bush -0.333 3.23e+04 (98) -0.747 (80)
88. Goldman Sachs -0.337 5.27e+04 (96) -0.984 (84)
89. depressed -0.339 2.81e+05 (82) -1.541 (95)
90. Senate -0.340 4.48e+05 (78) -0.601 (75)
91. BP -0.355 5.82e+05 (74) -0.902 (83)
92. gun -0.367 6.81e+05 (72) -1.476 (93)
93. drugs -0.382 5.10e+05 (77) -1.452 (91)
94. headache -0.437 8.57e+05 (69) -1.881 (98)
95. :-( -0.455 3.40e+05 (81) -1.174 (85)
96. :( -0.472 2.89e+06 (45) -1.288 (88)
97. Afghanistan -0.703 2.74e+05 (83) -1.458 (92)
98. mosque -0.709 6.98e+04 (95) -0.694 (77)
99. flu -0.735 9.01e+05 (68) -1.912 (99)
100. Iraq -0.773 2.39e+05 (85) -1.282 (87)

TABLE 2: Selection of 100 text elements ordered by average ambient happiness h(amb)

avg

. The number of tweets and the

value of normalized happiness h(norm)

avg

(where the happiness value of the text element itself is included) are listed in the third
and fourth columns, with the ranking of the text element according to these quantities shown in brackets. For this list of
text elements, we obtained additional happiness scores for phrases, punctuation, emoticons, etc., using Mechanical Turk. All
pattern matches with tweets were case-insensitive. Tab. S1 in the Supplementary Information shows the same table sorted by
normalized happiness h(norm)

avg

.
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Simpson lexical size, 𝑁S:
19

Word h(amb)

avg

Total Tweets h(norm)

avg

1. happy +0.430 1.65e+07 (13) +1.104 (1)
2. Christmas +0.404 4.89e+06 (35) +0.953 (3)
3. vegan +0.315 1.84e+05 (90) -0.015 (46)
4. :) +0.274 1.04e+07 (20) +0.630 (12)
5. family +0.251 5.01e+06 (32) +0.716 (7)
6. :-) +0.228 1.67e+06 (60) +0.560 (16)
7. our +0.207 1.41e+07 (16) +0.159 (33)
8. win +0.204 7.98e+06 (26) +0.924 (4)
9. vacation +0.200 9.35e+05 (67) +0.817 (5)
10. party +0.170 6.44e+06 (29) +0.679 (9)
11. love +0.164 4.67e+07 (6) +0.977 (2)
12. friends +0.155 7.67e+06 (27) +0.685 (8)
13. hope +0.149 1.18e+07 (18) +0.515 (19)
14. co↵ee +0.147 2.80e+06 (46) +0.518 (18)
15. cash +0.146 1.28e+06 (63) +0.601 (14)
16. sun +0.144 2.39e+06 (52) +0.737 (6)
17. income +0.137 5.10e+05 (76) +0.621 (13)
18. summer +0.135 3.00e+06 (43) +0.221 (29)
19. church +0.131 1.81e+06 (58) -0.016 (47)
20. Valentine +0.127 2.47e+05 (84) +0.593 (15)
21. Stephen Colbert +0.126 2.38e+04 (99) +0.001 (45)
22. USA +0.113 2.16e+06 (54) +0.325 (26)
23. ! +0.106 3.44e+06 (40) +0.195 (31)
24. winter +0.101 1.26e+06 (64) +0.050 (43)
25. God +0.099 8.58e+06 (25) +0.468 (20)
26. hot +0.095 7.12e+06 (28) -0.172 (54)
27. ;) +0.094 2.61e+06 (48) +0.326 (25)
28. Jesus +0.094 2.03e+06 (56) +0.247 (28)
29. today +0.092 2.56e+07 (9) +0.126 (36)
30. kiss +0.072 1.70e+06 (59) +0.632 (11)
31. yes +0.056 1.16e+07 (19) +0.321 (27)
32. tomorrow +0.054 1.04e+07 (21) +0.086 (38)
33. you +0.052 1.73e+08 (3) +0.111 (37)
34. heaven +0.041 7.42e+05 (71) +0.674 (10)
35. ;-) +0.041 9.39e+05 (66) +0.395 (23)
36. we +0.035 3.91e+07 (7) +0.146 (34)
37. yesterday +0.033 3.08e+06 (42) -0.168 (53)
38. dark +0.031 1.58e+06 (61) -0.766 (81)
39. ? +0.030 2.32e+06 (53) -0.503 (68)
40. RT +0.028 3.39e+08 (1) -0.443 (66)
41. Michael Jackson +0.018 8.26e+05 (70) -0.213 (59)
42. night +0.014 1.71e+07 (12) +0.074 (40)
43. life +0.012 1.40e+07 (17) +0.422 (22)
44. health -0.000 2.58e+06 (50) +0.447 (21)
45. sex -0.008 3.55e+06 (39) +0.542 (17)
46. work -0.010 1.84e+07 (11) -0.174 (56)
47. girl -0.010 1.01e+07 (22) +0.331 (24)
48. boy -0.026 4.93e+06 (33) +0.062 (41)
49. I -0.048 3.08e+08 (2) -0.062 (49)
50. commute -0.048 9.01e+04 (94) -0.206 (57)

Word h(amb)

avg

Total Tweets h(norm)

avg

51. snow -0.051 2.60e+06 (49) +0.083 (39)
52. Jon Stewart -0.052 5.21e+04 (97) -0.024 (48)
53. school -0.056 9.26e+06 (24) +0.050 (42)
54. Lehman Brothers -0.078 8.50e+03 (100) -0.721 (79)
55. them -0.090 1.54e+07 (15) -0.280 (60)
56. right -0.090 1.92e+07 (10) +0.126 (35)
57. woman -0.115 2.54e+06 (51) +0.202 (30)
58. left -0.118 4.89e+06 (34) -0.383 (63)
59. me -0.119 1.44e+08 (4) +0.160 (32)
60. election -0.127 5.60e+05 (75) -0.306 (61)
61. Sarah Palin -0.128 2.26e+05 (87) -0.681 (76)
62. no -0.132 9.51e+07 (5) -1.415 (90)
63. rain -0.134 3.23e+06 (41) +0.050 (44)
64. climate -0.135 3.64e+05 (80) -0.160 (51)
65. gay -0.152 2.73e+06 (47) -0.552 (72)
66. lose -0.157 2.06e+06 (55) -1.181 (86)
67. they -0.159 2.74e+07 (8) -0.208 (58)
68. oil -0.162 1.38e+06 (62) -0.411 (65)
69. cold -0.162 3.67e+06 (36) -0.546 (71)
70. I feel -0.173 5.17e+06 (31) -0.129 (50)
71. man -0.175 1.59e+07 (14) -0.163 (52)
72. Republican -0.181 2.30e+05 (86) -0.539 (70)
73. sad -0.187 3.56e+06 (38) -1.366 (89)
74. gas -0.193 1.02e+06 (65) -0.471 (67)
75. economy -0.203 6.09e+05 (73) -0.525 (69)
76. Obama -0.205 2.98e+06 (44) -0.173 (55)
77. Democrat -0.226 9.32e+04 (93) -0.384 (64)
78. Congress -0.231 3.92e+05 (79) -0.580 (74)
79. hell -0.250 6.27e+06 (30) -1.551 (96)
80. sick -0.262 3.58e+06 (37) -1.630 (97)
81. Muslim -0.262 2.15e+05 (88) -0.569 (73)
82. war -0.270 1.96e+06 (57) -2.040 (100)
83. Pope -0.277 1.52e+05 (91) -0.316 (62)
84. hate -0.282 9.65e+06 (23) -1.520 (94)
85. Glenn Beck -0.282 1.14e+05 (92) -0.776 (82)
86. Islam -0.299 1.87e+05 (89) -0.710 (78)
87. George Bush -0.333 3.23e+04 (98) -0.747 (80)
88. Goldman Sachs -0.337 5.27e+04 (96) -0.984 (84)
89. depressed -0.339 2.81e+05 (82) -1.541 (95)
90. Senate -0.340 4.48e+05 (78) -0.601 (75)
91. BP -0.355 5.82e+05 (74) -0.902 (83)
92. gun -0.367 6.81e+05 (72) -1.476 (93)
93. drugs -0.382 5.10e+05 (77) -1.452 (91)
94. headache -0.437 8.57e+05 (69) -1.881 (98)
95. :-( -0.455 3.40e+05 (81) -1.174 (85)
96. :( -0.472 2.89e+06 (45) -1.288 (88)
97. Afghanistan -0.703 2.74e+05 (83) -1.458 (92)
98. mosque -0.709 6.98e+04 (95) -0.694 (77)
99. flu -0.735 9.01e+05 (68) -1.912 (99)
100. Iraq -0.773 2.39e+05 (85) -1.282 (87)

TABLE 2: Selection of 100 text elements ordered by average ambient happiness h(amb)

avg

. The number of tweets and the

value of normalized happiness h(norm)

avg

(where the happiness value of the text element itself is included) are listed in the third
and fourth columns, with the ranking of the text element according to these quantities shown in brackets. For this list of
text elements, we obtained additional happiness scores for phrases, punctuation, emoticons, etc., using Mechanical Turk. All
pattern matches with tweets were case-insensitive. Tab. S1 in the Supplementary Information shows the same table sorted by
normalized happiness h(norm)

avg

.
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Public Opinion Polling with Twitter

Emily M. Cody,1, ∗ Andrew J. Reagan,1, † Peter Sheridan Dodds,1, ‡ and Christopher M. Danforth1, §

1Department of Mathematics & Statistics, Vermont Complex Systems Center,
Computational Story Lab, & the Vermont Advanced Computing Core,

The University of Vermont, Burlington, VT 05401.
(Dated: August 9, 2016)

Solicited public opinion surveys reach a limited subpopulation of willing participants and are
expensive to conduct, leading to poor time resolution and a restricted pool of expert-chosen survey
topics. In this study, we demonstrate that unsolicited public opinion polling through sentiment
analysis applied to Twitter correlates well with a range of traditional measures, and has predictive
power for issues of global importance. We also examine Twitter’s potential to canvas topics seldom
surveyed, including ideas, personal feelings, and perceptions of commercial enterprises. Two of our
major observations are that appropriately filtered Twitter sentiment (1) predicts President Obama’s
job approval three months in advance, and (2) correlates well with surveyed consumer sentiment.
To make possible a full examination of our work and to enable others’ research, we make public over
10,000 data sets, each a seven-year series of daily word counts for tweets containing a frequently
used search term.

I. INTRODUCTION

Public opinion data can be used to determine pub-
lic awareness, to predict outcomes of events, and to infer
characteristics of human behaviors. Indeed, readily avail-
able public opinion data is valuable to researchers, poli-
cymakers, marketers, and many other groups, but is dif-
ficult to generate. Solicited polls can be expensive, pro-
hibitively time consuming, and may only reach a limited
number of people on a limited number of days. Polling ac-
curacy evidently relies on accessing representative popu-
lations and high response rates. Poor temporal sampling
will weaken any poll’s value as individual opinions vary
in time and in response to social influence[12, 43].

With the continued rise of social media as a communi-
cation platform, the ability to construct unsolicited pub-
lic opinion polls has become a possibility for researchers
though parsing of massive text-based datasets. Social
media provides extraordinary access to public expressions
in real time, and has been shown to play a role in human
behavior [23].

With its open platform, Twitter has proved to be a
boon for many research enterprises [37], having been used
to explore a variety of social and linguistic phenomena
[10, 30, 31]; harnessed as a data source to create an
earthquake reporting system in Japan [42]; made pos-
sible detection of influenza outbreaks [7]; and used to
analyze overall public health [38]. Predictions made us-
ing Twitter have focused on elections [22, 44], the spread
of disease [41], crime [46], and the stock market [35].
These studies demonstrate a proof-of-concept, avoiding
the more difficult task of building operational systems
for continued forecasting.

∗ emily.cody@uvm.edu
† andrew.reagan@uvm.edu
‡ peter.dodds@uvm.edu
§ chris.danforth@uvm.edu

We must be clear that for all its promise, prediction
via social media is difficult. Indeed, we have seen a num-
ber of high profile failures such as Google Flu trends [29]
and various attempts to predict election outcomes [21].
OpinionFinder was used in [9] to evaluate tweets contain-
ing direct expressions of emotion as in ‘I feel’, or ‘I am
feeling’, and shown not to have predictive power for the
stock market

Despite limitations which we address later in Sec. IV,
Twitter data reveals an unprecedented view of human
behavior and opinion related to major issues of global
importance [32]. In a previous study [14], we analyzed
the sentiment surrounding climate change conversation
on Twitter. We discovered that sentiment varies in re-
sponse to climate change news and events, and that the
conversation is dominated by activists. Another study
by Helmuth et al. analyzed tweets by United States Sen-
ators to determine which research oriented science orga-
nizations and which senators are best at getting science-
related findings into the hands of the general public [24].
Twitter is also often used to analyze public opinion of
political issues [8, 17, 45], and in several previous works
as an opinion polling resource. In an application using
neural networks called TrueHappiness, users enter one of
300,000 words to obtain a sentiment estimation based on
this word’s usage in a massive Wikipedia data set, and
on previously collected sentiment scores for 10,222 words
on Amazon’s Mechanical Turk [16, 18], hereafter referred
to as the labMT word set In another application called
RACCOON, users are invited to enter a query term and
a rough sketch to obtain words or phrases on Twitter
that correlate well with the inputs [6]. Google Correlate
is a similar tool that discovers Google searches for terms
or phrases that match well with real-world time series [3].
Financial term searches from Google Trends was shown
by Preis et al. [39] to correlate with Dow Jones economic
indices.

We argue that Twitter is a better source for opin-
ion mining than Wikipedia, used in TrueHappiness, due
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Figure 3. A word shift graph comparing tweets that contain
the word “snow” during the summer months (reference text)
and winter months (comparison text). A purple bar indicates
a relatively negative word, a yellow bar indicates a relatively
positive word, both with respect to the reference text’s av-
erage happiness. An up arrow indicates that word was used
more in the comparison text. A down arrow indicates that
word was used less in the comparison text. Words on the left
contribute to a decrease in happiness in the comparison text.
Words on the right contribute to an increase in happiness in
the comparison text. The circles in the lower right corner
indicate how many happy words were used more or less and
how many sad words were used more or less in the comparison
text.

B. President Obama’s Job Approval Rating

We next investigate the relationship between President
Obama’s Job Approval Rating from two public opinion
polling resources and the ambient happiness of “Obama”
tweets.

President Obama’s quarterly job approval rating

Figure 4. Average quarterly happiness of tweets containing
“Obama” on a one quarter lag with Obama’s quarterly job
approval rating. The high positive correlation indicates opin-
ions on Twitter precede timely solicited surveys.

is freely available on gallup.com [2], and President
Obama’s daily job approval rating is freely available on
pollster.com [4].

We correlate the average quarterly happiness of tweets
containing the word “Obama” with President Obama’s
quarterly job approval rating and find a strong positive
correlation (see Appendix Fig. B.3). However, we find
the correlation is much stronger in Fig. 4, which gives
the happiness time series at a one quarter lag. Similarly,
we find a strong positive correlation between the daily
approval rating available on Pollster and the daily ambi-
ent happiness of “Obama” (see Appendix Fig. B.4a) with
an improvement in the correlation when the tweets are
lagged by 30 days in Appendix Fig. B.4b. This indicates
that real time Twitter data has the potential to predict
solicited public opinion polls.

Figure 4 shows that President Obama’s highest ap-
proval rating in all three sources was during his first
quarter (January–March, 2009). His lowest approval
rating was during his 23rd quarter (July–September,
2014). Fig. 5 shows which words contributed most to this
shift in ambient happiness. Tweets containing the word
“Obama” discuss war and terrorism more often during
his 23rd quarter than his first quarter.

C. Index of Consumer Sentiment

Next, we investigate a monthly poll on consumer sen-
timent designed by the University of Michigan [5]. This
poll asks participants five questions about their current
and future financial well being and calculates an Index of
Consumer Sentiment (ICS) based on responses. In Fig. 6
we correlate this monthly time series with the ambient
happiness of the word “job”. We find that the correlation
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Twitter’s Feels predict Obama’s Approval Rating:4

ident Obama was awarded the Nobel Peace Prize. We
see a strong dip shortly after on October 26, 2009 when
Obama declares a state of emergency for the H1N1 virus.
In Fig. 4b we see spikes in relative frequency on both elec-
tion days in 2008 and in 2012.

Figure 5. a) Average quarterly happiness of tweets containing
“Obama” on a one quarter lag with Obama’s quarterly job ap-
proval rating. b) Average daily happiness of tweets containing
“Obama” on a 30 day lag with a 30 day moving average for
smoothing. The high positive correlation indicates opinions
on Twitter precede timely solicited surveys.

We correlate the average quarterly happiness of tweets
containing the word “Obama” with Obama’s quarterly
job approval rating and find a strong positive correlation
(see Appendix). We find the correlation is much stronger
in Fig. 5a, which gives the happiness time series at a one
quarter lag. Similarly, we find a strong positive correla-
tion between the daily approval rating available on Poll-
ster and the daily ambient happiness of “Obama” (see
Appendix). We see an improvement in the correlation
when the tweets are lagged by 30 days in Fig. 5b. This
indicates that real time twitter data has the potential to
predict solicited public opinion polls.

C. Gallup Yearly Polling

Gallup trends provides yearly polling data on many
topics without a subscription. These polls, however,
take place only once a year in the same month over sev-
eral days. This presents a challenge as to the amount
of Twitter data we should include in our correlations,
as opinions may change daily, weekly, or monthly. For
each Gallup datapoint, we use the current year’s worth
of tweets from 2009 through 2015 for various subjects
of national or global interest. Fig. 6 shows several top-
ics that correlate quite well with ambient happiness on
Twitter. We find that the favorability of two major coun-
tries, Iran and Iraq, has a positive correlation with the
ambient happiness of “Iran” and “Iraq”. We also find
that the United States opinion on religion has a strong
positive correlation with yearly ambient happiness of “re-
ligion”. We find that the percentage of people worrying
about climate change strongly anti correlates with the
yearly ambient happiness of “climate” on Twitter imply-
ing that the more we worry about climate change, the
less happy we are about it on Twitter.

Figure 6. Correlations between average ambient happiness
and opinion polls on various global subjects. The polls read:
a) “What is your overall opinion of Iraq? Is it very favor-
able, mostly unfavorable, mostly unfavorable, or very unfa-
vorable?” The plot shows the percentage of people who an-
swered “very favorable” or “mostly favorable”. b) “What is
your overall opinion of Iran? Is it very favorable, mostly unfa-
vorable, mostly unfavorable, or very unfavorable?” The plot
shows the percentage of people who answered “very favor-
able” or “mostly favorable”. c) “Please tell me how much
confidence you , yourself, have in the church or organized re-
ligion – a great deal, quite a lot, some, or very little?” The
plot shows the percentage of people who answered “a great
deal” or “quite a lot”. d) “Please tell me if you worry about
global warming/climate change a great deal, a fair amount,
only a little, or not at all.”

Some of the time series in Fig. 6 exhibit large changes
from year to year. The following section investigates

5

what words contribute most to the shift in ambient hap-
piness.

D. Word Shifts

In traditional polls, there may be large di↵erences in
public opinion from one time period to the next. In a
yes/no or multiple choice survey question it is impossi-
ble to use that data to determine why di↵erences occur.
Here we use word shift graphs to determine the cause of
a shift in ambient happiness. A word shift graph ranks
words by their contributing factor to the change in hap-
piness between two pieces of text. In the following ex-

−20 −10 0 10 20

1

5

10

15

20

25

30

35

40

45

50

−↑war
−↑killed

you +↑
−↑baghdad

−↑kill
crisis −↓

−↑attacks
−↑bomb

+↓us
−↑ass

−↑suicide
−↑dead

−↑bombs
fight −↓

−↑afghanistan
+↓air

not −↓
−↑kills

−↑attack
against −↓

+↓dance
see +↑

−↑least
car +↑
up +↑

+↓united
people +↑
like +↑
fighting −↓

−↑injured
+↓we

−↑deaths
+↓will

−↑wounded
−↑deadly

+↓new
threat −↓
me +↑

−↑invasion
−↑violence

weapons −↓
billion +↑
cemetery −↓
anniversary +↑

+↓women
+↓christians

+↓help
−↑killing

my +↑
love +↑

Per word average happiness shif t δh av g, r (%)

W
o
rd

ra
n
k
r

T r e f : Iraq 2014 (havg=5.20)
Tcom p: Iraq 2013 (havg=4.93)

Tex t s i z e :
T r e f T c omp

+↓ +↑

−↑ −↓

Balanc e :

−237 : +137

−100 0

10
0

10
1

10
2

10
3

10
4

∑r
i=1δ hav g, i

Figure 7. A word shift graph comparing tweets that contain
the word “Iraq” in 2013 (comparison text) and 2014 (refer-
ence text). A purple bar indicates a negative word, a yellow
bar indicates a positive word. An up arrow indicates that
word was used more in the comparison text. A down arrow
indicates that word was used less in the comparison text.

amples, the word shift graphs compare two time periods
for tweets containing a given word. Ambient happiness
of “Iraq” changes dramatically between 2013 and 2014.
Fig. 7 shows why “Iraq” tweets were less happy in 2013
than 2014.
Tweets about the war in Iraq were more prevalent

in 2013 than in 2014. Attacks, bombings, killings, and
deaths were all discussed more on Twitter in 2013 than
in 2014. In May 2013, a series of bombings and shootings
killed nearly 500 people [].
Fig. 5 illustrates the varying job approval of President

Obama by quarter starting with his highest approval rat-
ing during his first quarter. His lowest approval rating
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Figure 8. A word shift graph comparing tweets that contain
the word “Obama” during the first quarter of his presidency
(reference text) and 23rd quarter of his presidency (compari-
son text).

is during is 23rd quarter. Fig. 8 shows which words con-
tributed most to this shift in ambient happiness. Tweets
containing the word “Obama” discuss the war and terror-
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Ambient happiness for “Obama”:

5

summer months (June, July, August).
We find that Twitter users loathe the snow during the

winter, and miss the snow during the summer, as in-
dicated by the increase in the word “hate” during the
winter months and the decrease in the word “love”.
In the following section, we investigate the relation-

ship between President Obama’s Job Approval Rating
from two public opinion polling resources and ambient
happiness of “Obama”.

B. President Obama’s Job Approval Rating

Obama’s quarterly job approval rating is freely avail-
able on gallup.com [1], and Obama’s daily job approval
rating is freely available on pollster.com [2]. Fig. 5
gives the average daily ambient happiness of “Obama”
with the average daily happiness of all tweets during
the same time period. We see spikes in happiness each
year on August 4th, the President’s birthday, with the
largest spike occurring on October 9, 2009 when Presi-
dent Obama was awarded the Nobel Peace Prize. We see
a strong dip shortly after on October 26, 2009 when Pres-
ident Obama declares a state of emergency for the H1N1
virus. We see spikes in relative frequency of “Obama” on
both election days in 2008 and in 2012.
We correlate the average quarterly happiness of tweets

containing the word “Obama” with President Obama’s
quarterly job approval rating and find a strong positive
correlation (see Appendix). We find the correlation is
much stronger in Fig. 6a, which gives the happiness time
series at a one quarter lag. Similarly, we find a strong
positive correlation between the daily approval rating
available on Pollster and the daily ambient happiness of

Birthday 

Presidential election Presidential election 

Nobel Prize 

H1N1 emergency 

Figure 5. Average daily happiness of tweets containing
“Obama” with the relative frequency of “Obama” tweets.
Spikes in happiness include Obama’s birthday (8/4) and his
winning of the Nobel Prize (10/9/09). Dips include a state of
emergency for the H1N1 virus. Spikes in relative frequency
occur on election days in 2008 and 2012.

A 

B 

Figure 6. A) Average quarterly happiness of tweets contain-
ing “Obama” on a one quarter lag with Obama’s quarterly
job approval rating. B) Average daily happiness of tweets
containing “Obama” on a 30 day lag with a 30 day moving
average for smoothing. The high positive correlation indicates
opinions on Twitter precede timely solicited surveys.

“Obama” (see Appendix). We see an improvement in
the correlation when the tweets are lagged by 30 days in
Fig. 6b. This indicates that real time twitter data has
the potential to predict solicited public opinion polls.

Figure 6a shows that President Obama’s highest ap-
proval rating in all three sources was during his first
quarter (January-March, 2009). His lowest approval
rating was during his 23rd quarter (July-September,
2014). Fig. 7 shows which words contributed most to
this shift in ambient happiness. Tweets containing the
word “Obama” discuss the war and terrorism more dur-
ing his 23rd quarter than his first quarter.

C. Index of Consumer Sentiment

Next, we investigate a monthly poll on Consumer Sen-
timent designed by the University of Michigan [3]. This
poll asks participants five questions about their current
and future financial well being and calculates an index

The PoCSverse
Finding
Happiness
101 of 159

Introduction

Measurement

Happiness
Some motivation

Measuring emotional
content

Hedonometer

Analysis

Songs

Blogs

SOTU

A Better Lexical Lens

Geography

Movement

Extras

References

Ambient happiness for “Walmart”:

7

D. Business Sentiment Shifts

In this section we investigate the changes in sentiment
surrounding two businesses, Walmart and McDonalds.
We examine the ambient happiness time series to deter-
mine how sentiment changes in response to events that
took place at these establishments. Fig. 9 gives the am-
bient happiness and relative frequency of the words “wal-
mart” and “mcdonalds”.

Free gift card 

Employee trampled 
Tracy Morgan sues 

Black Friday 

Award Valentine’s  

Ferguson protestors  

A

B

Shootings 

Figure 9. The ambient happiness and relative frequency time
series for A) “walmart” and B) “McDonalds. Dips in sen-
timent correspond to deaths, lawsuits, and protests, while
spikes in happiness correspond to awards, giveaways, and holi-
days. Spikes in the relative frequency of “walmart” are almost
all on black Friday,

Many of the spikes in the “walmart” ambient happi-
ness time series correspond to free giveaways that Twit-
ter users are responding to. A dip in November 2008
corresponds to the trampling to death of a Walmart em-
ployee on black friday that year. Shootings that all took
place in a Walmart in 2014 are shown with orange dots
in Fig. 9a. In June 2014 the Jerad and Amanda Miller
Las Vegas shootings ended with 5 casualties (including
themselves) in a Nevada Walmart. In September 2014,
the police o�cer who shot John Crawford in an Ohio
Walmart was indicted. In December 2014, a 2 year old
accidentally shoots and kills his mother in an Idaho Wal-

mart. We also see a dip in happiness on the day Tracy
Morgan sues Walmart over a near fatal crash with one of
their tractor trailers in July 2014.

The happiest day in the “mcdonalds” ambient happi-
ness time series is Valentine’s Day in 2015. Upon reading
some example tweets from this day we find that it was a
popular destination for Valentine’s Day dinner that year
among Twitter users. A second spike corresponds to a
prestigious award given to the McDonalds enterprise in
February 2013. McDonalds was awarded the “Top Toilet
Award” for the cleanliness of its restrooms. The saddest
day for McDonalds on Twitter was August 18, 2014, the
day that Ferguson protesters broke into a McDonalds to
steal milk to relieve tear gas victims.

In Fig. 10 we explore the monthly ambient happiness of
“walmart” and “mcdonalds”. We find that the ambient
happiness of “walmart” reaches its maximum in March
2011, and its minimum in October 2015, and the ambient
happiness of “mcdonalds” reaches its maximum in Febru-
ary 2015 and its minimum shortly after in May 2015. To
investigate the reasons for these optimal months we use
word shift graphs to compare the happiest and saddest
months for each business in Fig. 11.

A

B

Figure 10. Monthly ambient happiness of A) “walmart” and
B) “mcdonalds”.

In November 2015 (comparison text Fig. 11a), there
were Black Friday altercations at Walmarts throughout
the country, often caught on camera, hence in the in-
crease in negative words “caught”, “fail”, “ridiculous”,
“captured”. Twitter users were happier about Walmart
in March 2011 (reference text Fig. 11a) due in part to
a free gift card giveaway. Happier tweets included the
words “lol”, “love”, “haha”, and “super”. Surprisingly,
we actually see more curse words during the happiest
month than the saddest month.

The happiest month for McDonalds was February 2015
(reference text Fig. 11b) when a surprising number of
Twitter users were spending Valentine’s Day there, hence
the decrease in the words “valentines” and “love”. The
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Ambient happiness for “snow”: 4

A B C

D E F

Mother’s Day 

Charleston shooting Student sentenced  
in terrorism case 

Jon Snow dies on GOT 

Sandy Hook press conference Egypt Republican Guard protests 

Christmas 

Valentine’s Day 

Chapel Hill shooting 

Chapel Hill shooting 

Presidential election 
Presidential election  

Easter 

Presidential election Presidential election  

Midterm election Midterm election 
Midterm election Midterm election 

Figure 4. Six examples of ambient happiness time series (top) with the relative frequency for the word (bottom). Relative frequency is calculated by dividing the total
frequency of the word by the total frequency of all words on a given day. A) “church”: There is a large spike in happiness on Mother’s day and a large dip following
the Charleston church shooting in June 2015. There are spikes in relative frequency each year on Easter Sunday. B) “mulsim”: Two dips correspond to a sentencing
in a terrorism case in late 2008 and the shooting at Chapel Hill in February 2015. C) “snow”: Sentiment and relative frequency are seasonal, with a large dip when
a main character dies on the HBO show Game of Thrones. D) “democrat”: Overall sentiment is gradually decreasing with a large dip after president Obama’s press
conference following the Sandy Hook shooting. There are spikes in relative frequency on election days. E) “republican”: Overall sentiment is gradually decreasing
with a large dip after protests of the Egyptian Republican Guard. F) “love”: Sentiment peaks each year on Christmas while relative frequency peaks each year on
Valentine’s Day. Weekly and monthly ambient happiness time series are given in the appendix.
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392 C.A. Bliss et al. / Journal of Computational Science 3 (2012) 388–397

Fig. 5. A visualization of the 162,445 nodes in the reciprocal reply network for the week beginning December 9, 2008 (Week 14) is depicted. Node colors represent connected
components, a total of 15,342, with the giant component (shown in blue) comprising 76 % of all nodes. The size of each node is proportional to its degree. The visualization
was  made using Gephi [39]. (For interpretation of the references to color in this figure legend, the reader is referred to the web  version of the article.)

from a power law using the Kolmogorov–Smirnov test and find no
evidence against the null hypothesis for the week (D = 2.28 × 10−2,
p = 0.095, n = 203,852). We find the same exponent and statistically
stronger evidence of a power law for a sample month (see Fig. A1).
This suggests that these distributions’ tails may  be fit by a power
law.

3.2. Measuring happiness

The application of the hedonometer gives reasonable results
when applied to a large body of text, but can be misleading when
applied to smaller units of language [11]. To provide a sense of how
sensitive this measure is to the number of labMT words posted

by users, we  sampled happiness–happiness pairs, (hvi
, hvj

) whose
respective users, vi and vj , had posted at least  ̨ total labMT words
during a sample week (week beginning January 27, 2009). For these
users, we  compute happiness assortativity and show the varia-
tion with  ̨ in Fig. 8. For �h  = 0, there is less variation due to
the numerous words centered around the mean happiness score
regardless of the threshold, ˛. Tuning both parameters too high
results in few sampled words and corrupts the interpretation of the
results.

Figs. 9 and 10 reveal a weakening happiness–happiness corre-
lation for users in the week networks as the path length between
nodes increases. All correlations, for each week, were significant
(p < 10−10). This suggests that the network is assortative with

“Twitter reciprocal reply networks exhibit
assortativity with respect to happiness”
Bliss et al.,
Journal of Computational Science, 3, 388–397,
2012. [1]

 Decay in happiness correlation in social network.

 Not a test of contagion …
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Online instrument: hedonometer.org

 Machine: @andyreagan

 Planned happiness versus tragedies.

hedonometer.org

 Machine: @andyreagan

hedonometer.org

 Machine: @andyreagan
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hedonometer.org—word shifts:
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Sentiment analysis methods for
understanding large-scale texts: a case for
using continuum-scored words and word
shift graphs
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Abstract
The emergence and global adoption of social media has rendered possible the
real-time estimation of population-scale sentiment, an extraordinary capacity which
has profound implications for our understanding of human behavior. Given the
growing assortment of sentiment-measuring instruments, it is imperative to
understand which aspects of sentiment dictionaries contribute to both their
classification accuracy and their ability to provide richer understanding of texts. Here,
we perform detailed, quantitative tests and qualitative assessments of 6
dictionary-based methods applied to 4 different corpora, and briefly examine a
further 20 methods. We show that while inappropriate for sentences,
dictionary-based methods are generally robust in their classification accuracy for
longer texts. Most importantly they can aid understanding of texts with reliable and
meaningful word shift graphs if (1) the dictionary covers a sufficiently large portion of
a given text’s lexicon when weighted by word usage frequency; and (2) words are
scored on a continuous scale.

Keywords: sentiment; sentiment analysis; sentiment dictionaries; language; natural
language processing; data visualization; text visualization

1 Introduction
As we move further into what might be called the Sociotechnocene — with increasingly
more interactions, decisions, and impact being made by globally distributed people and
algorithms — the myriad human social dynamics that have shaped our history have be-
come far more visible and measurable than ever before. Of the many ways we are now
able to characterize social systems in microscopic detail, sentiment detection for pop-
ulations at all scales has become a prominent research arena. Attempts to leverage on-
line expression for sentiment mining include prediction of stock markets [–], assessing
responses to advertising, real-time monitoring of global happiness [], and measuring a
health-related quality of life []. The diverse set of instruments produced by this work
now provide indicators that help scientists understand collective behavior, inform pub-
lic policy makers, and, in industry, gauge the sentiment of public response to marketing

© The Author(s) 2017. This article is distributed under the terms of the Creative Commons Attribution 4.0 International License
(http://creativecommons.org/licenses/by/4.0/), which permits unrestricted use, distribution, and reproduction in anymedium, pro-
vided you give appropriate credit to the original author(s) and the source, provide a link to the Creative Commons license, and
indicate if changes were made.

“Sentiment analysis methods for understanding
large-scale texts: A case for using continuum-scored
words and word shift graphs”
Reagan et al.,
EPJ Data Science, 6, , 2017. [37]

 Upshots: (1) do use wordshifts, and (2) do not use LIWC ...
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Happiness in Manhattan:

See Blog post on compstorylab.org
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The Geography of Happiness:

 Mitchell et al., PLoS ONE, 2013. [35]

 It’s a paper that tweets: @geographyofhapp
 Online Appendices
 Much interesting and amusing press ...

 Online, interactive US map at hedonometer.org
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Happiness: Average word happiness calculated using
LabMT 1.0 and geotagged tweets from 2011

BRFSS score: Average score from the Behavioral Risk
Factor Surveillance System survey (2005−2008)

Gallup: Well−being index, based on survey data on life
evaluation, emotional health, physical health, healthy behavior,
work environment and basic access (2011)

Peace index: Composite index of Homicides per
100,000 people, violent crimes per 100,000 people, Jailed
population per 100,000 people, Police officers per 100,000
people,ease of access to small arms (2011)

AHR score: America’s Health Ranking, composite index
of Behavior, Community & Environment, Policy and Clinical Care
metrics (2011)

Gun violence: Shootings per 100,000 people (2011)

FIG. 2: Scatter plot matrix of correlations between different well-being measures. Points are colored by p-value, statistically
insignificant correlations above p = 0.01 are shown in red. Spearman’s r and p-value are reported in the inset.

Figure 2 shows a matrix of scatter plots showing the
correlations between each of the above measures, includ-
ing average word happiness. Spearman’s r and p-values
are reported in the inset for each scatter plot. Points are
colored by p-value, with blue points indicating stronger
correlation and red indicating insignificant correlations
above p = 0.01. Our measure of state happiness (top
row) correlates strongly with all other measures except
for the BRFSS, however the BRFSS itself correlates sig-
nificantly only with the Gallup well-being index. Possible
explanations for the poor agreement between BRFSS and

the other measures may include its placing of Louisiana
at the top of the BRFSS well-being list, which is gener-
ally opposite to its position in similar lists. The BRFSS
also uses data collected between 2005 and 2008, whereas
all the other lists use data from 2011 only.

We can further use this data on word frequencies to
characterize similarities between states based on word
usage. For simplicity, we focus on the 50,000 most fre-
quently occurring words on Twitter [11]. Figure 3 shows
the linear correlation between word frequency vectors
f = {fi, i = 1 : 50000} for each pair of states, with red
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Happiest Cities:

6.12 6.13 6.14 6.15 6.16 6.17 6.18 6.19 6.2

Asheville, NC

Amarillo, TX

Porterville, CA

Boulder, CO

Nashua, NH−−MA

Lafayette, CO

Logan, UT

Gilroy, CA

Davis, CA

Santa Rosa, CA

San Clemente, CA

Simi Valley, CA

Longmont, CO

Idaho Falls, ID

Napa, CA

havg
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Saddest Cities (Sorry Beaumont):

5.88 5.89 5.9 5.91 5.92 5.93

Port Arthur, TX

Waterbury, CT

Montgomery, AL

Dalton, GA

Houma, LA

Alexandria, LA

Texarkana, TX

Lima, OH

Texas City, TX

Rapid City, SD

Flint, MI

Albany, GA

Shreveport, LA

Monroe, LA

Beaumont, TX

havg
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Figure 9: Word shift graphs showing how h
avg

varies for all US cities measured versus the cities Napa,
California (left) and Beaumont, Texas (right) with highest and lowest h

avg

respectively. Words are ranked in
order of decreasing percentage contribution to the overall average happiness di↵erence �h

avg

. The symbols
+/� indicate whether a word is relatively happy or sad compared to h

avg

for the entire US (text T
ref

), while
the arrows " / # indicate whether the word was used more or less in the text T

comp

for each city than in T
ref

.
The left inset panel shows how the ranked LabMT words combine in sum. The four circles at bottom right
show the total contribution of the four kinds of words (+ #, + ", � ", � #). Relative text size is indicated
by the areas of the gray squares.
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Figure 1. Each point corresponds to a geo-located tweet posted between 1/1/11 and 8/10/11. Twitter activity seems to correlate
with urban areas. Note that the image contains no cartographic borders, simply a small dot for each message. Insets: A (U.S.), B

(Washington, D.C.), C (Los Angeles, C.A.), and D (Earth).

Figure 1 is representative of the geospatial resolu-
tion of the data. The location of a tweet is reported as
a latitude/longitude pair representing a three meter radius
circle from which the tweet was sent. Among many pieces
of metadata, we receive the message that was tweeted and,
given a large enough collection of tweets, this allows us
to measure the happiness of the users. The tweets that we
focus on for the remainder of our study come from users
who have at least 30 geo-located tweets in the data set.

Along with a location for each geo-located tweet, we
receive the text of the message. This data allows us to per-
form sentiment analyses given a collection of words. The
hedonometer in [2] can perform a context-free assessment
of the happiness of a collection of words based solely
on the vocabulary, which means this tool can be imple-
mented on computers without human input. This strategy
is in line with a data science approach to sentiment anal-
ysis that is omitted from prior studies with cellphone data
where call content remained, appropriately, unavailable to
researchers.

It is important to recognize the presence of robot ac-
counts when attempting to analyze data collected from
Twitter. These bots are programs designed to automat-
ically send tweets, which typically do not reflect infor-
mation about human activity. Preliminary analyses re-
vealed a noticeable presence of weather, earthquake, traf-
fic, and coupon reporting bots. We identified and ig-

nored tweets collected from these bots by isolating user
accounts for whom at least half of their tweets contained
any of the words “pressure”, “humid”, or “humidity”, or
the words “earthquake”, “traffic” or “coupon”. In addi-
tion, for any of our results involving happiness, we ig-
nored tweets that were posted through Foursquare, since
they have the same message form (e.g. “I’m at starbucks
http://4sq.com/qrel9g”) and therefore do not reflect senti-
ment. However, these Foursquare messages were retained
for the purpose of characterizing a user’s mobility profile.

We have chosen to focus on the happiness of Twit-
ter users rather than attempting to study all possible sen-
timents an individual may have. For this purpose, we
use the language assessment by Mechanical Turk (labMT)
word list, as described in [2]. LabMT comprises a list of
roughly 10,000 of the most frequently used words in the
English language, each of which is scored for happiness
on a scale of 1 (sad) to 9 (happy) by humans using Ama-
zon’s Mechanical Turk service [29,30] resulting in an av-
erage happiness score for each word. Using these scores,
we determine the average happiness (havg) of a given text
T containing N unique words by

havg(T ) =

N

Â
i=1

havg(wi) · fi

N

Â
i=1

fi

=
N

Â
i=1

havg(wi) · pi (1)

2

example. Of course, individuals observed to have a large radius could
be tourists, or they could have a long commute. Nevertheless, we find
no statistical evidence for this trend. Comparing individuals whose
average location falls in an area of small vs. large tweet density, we
observe little difference in their average gyradii (not shown).

Moving beyond these four urban areas and looking at 472 cities in
the U.S., we do find a moderate correlation between the mean gyr-
adius and city land area (Pearson r5 0.24, p 5 2 3 1027); Fig. S3 and
Table S4 show the top and bottom cities with respect to gyradii.

To investigate the shape of human mobility, we normalize each
individual’s trajectory to a common reference frame (see Methods).
In Fig. 3, we plot a heat map of the probability density function of the
normalized locations of all individuals. For the purposes of this dis-
cussion, we will refer to deviations from an individual’s expected
location in the normalized reference frame as occurring in the direc-
tions north, south, east, and west. Several features of the map reveal
interesting patterns of movement. First, the overall west-to-east tear-
drop shape of the contours demonstrates that people travel predo-
minantly along their principle axis, namely heading west from the
origin along y/sy 5 0, with deviations in the orthogonal direction
becoming shorter and less frequent as they move farther away from
the origin.

Second, the appearance of two spatially distinct yellow regions
separated by a less populated green region suggests that people spend
the vast majority of their time near two locations. We refer to these
locations as the work and home locales8, where the home locale is

centered on the dark red region roughly 1 standard deviation east of
the origin, and the work locale is centered approximately 2 standard
deviations west of the origin. These locations highlight the bimodal
distribution of principal axis corridor messages (Fig. 4A).

Finally, a clear asymmetry is observed about the x/sx 5 0 axis
indicating the increasingly isotropic variation in movement sur-
rounding the home locale, as compared to the work locale. We inter-
pret this to be a reflection of the tendency to be more familiar with the
surroundings of one’s home, and to explore these surroundings in a
more social context (Fig. 4B). The symmetry observed when reflect-
ing about the y/sy 5 0-axis is strong, demonstrating the remarkable
consistency of the movement patterns revealed by the data.

In an effort to characterize the temporal and spatial structure
observed in Fig. 3, in Fig. 5 we examine locations frequently visited
by the most active members of our data set, namely the roughly 300
individuals for whom we received at least 800 geolocated messages.
We suspect that these individuals enabled the geolocating feature to
be on by default for all messages, as implied by the roughly O(104)
geolocated messages suggested by the gardenhose rate. In Fig. 5, we
focus on these individuals specifically; of all participants, their pro-
lific tweet activity most accurately reflects their movement profile.

The main figure shows the probability of tweeting from each
locale, with locales ordered by rank, for each individual8. We find

that P H að Þ
i

� �
!R H að Þ

i

� �{1:3
which is approximately a Zipf distri-

bution29. This finding indicates that regardless of the number of tweet

Figure 2 | The gyradius, calculated for each individual, is shown for each tweet authored in four example cities. Tweet activity reflects population

density, with urban areas clearly visible in each city. Histograms of gyradii for each city are shown in Fig. S1, along with tweet locations colored by distance

from expected location (Fig. S2). The number of tweets shown for each city is N 5 56650 (Chicago), N 5 103,213 (Los Angeles), N 5 42,089 (New York

City), and N 5 45,754 (San Francisco). Note that higher resolution versions of the four panels above can be found online28. Maps were created using

Matlab.
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Frank et al.,
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words, on average, are used at a distance representative of a short
daily commute to work. Beyond this least happy distance, remark-
ably we find that happiness increases logarithmically with distance
from expected location. Perhaps even more remarkably, we find an
almost identical trend when grouping together individuals rather
than tweets, observing that happiness also increases logarithmically
with gyradius. Individuals with a large radius use happier words than
those with a smaller pattern of life. We find the trend observed in
Fig. 6 holds for 3 of the 4 urban areas (Los Angeles, San Francisco,
and Chicago), see Figs. S5, S6.

To explain the difference in expressed happiness exhibited by
different mobility groups, we turn to word shift graphs in Fig. 7.
Word shift graphs were introduced by Dodds and Danforth27,33 as
a means for investigating the elements of language responsible for
happiness differences between two large texts. As an example, con-
sider the difference between tweets authored at distances of roughly
1 km and 2500 km away from an individual’s expected location. The
average happiness scores for these two distances are havg 5 5.96 and
havg 5 6.13 respectively. Individual word contributions to this dif-
ference are shown in Fig. 7A, and can be described as follows.

Words appearing on the right increase the happiness of the
2500 km distance relative 1 km distance. For example, tweets
authored far from an individual’s expected location are more likely
to contain the positive words ‘beach’, ‘new’, ‘great’, ‘park’, ‘restaur-
ant’, ‘dinner’, ‘resort’, ‘coffee’, ‘lunch’, ‘cafe’, and ‘food’, and less likely
to contain the negative words ‘no’, ‘don’t’, ‘not’, ‘hate’, ‘can’t’, ‘damn’,
and ‘never’ than tweets posted close to home. Words going against
the trend appear on the left, decreasing the happiness of the 2500 km
distance group relative to the 1 km group. Tweets close to home are
more likely to contain the positive words ‘me’, ‘lol’, ‘love’, ‘like’,
‘haha’, ‘my’, ‘you’, and ‘good’. Moving clockwise, the three insets in
Fig. 7A show that the two text sizes are comparable, the biggest
contributor to the happiness difference is the decrease in negative
words authored by individuals very far from their expected location,
and the 50 words listed make up roughly 50% of the total difference
between the two bags of words.

Note that the relatively small differences in havg scores reflect a
small signal, yet one that we have shown previously can be resolved
by our hedonometer27. Additional word shift comparisons for the
four urban areas investigated earlier are provided in the
Supplemental Material, Figs. S7, S8.

Looking at the word differences between individuals with largest
and smallest radii of gyration in Fig. 7B, we see that individuals in the
large radius group author the negative words ‘hate’, ‘damn’, ‘dont’,
‘mad’, ‘never’, ‘not’ and assorted profanity less frequently, and the
positive words ‘great’, ‘new’, ‘dinner’, ‘hahaha’, and ‘lunch’ more
frequently than the small radius group. Going against the trend,
the large radius group uses the positive words ‘me’, ‘lol’, ‘love’, ‘like’,
‘funny’, ‘girl’, and ‘my’ less frequently, and the negative words ‘no’,
and ‘last’ more frequently. Comparing with other groups, the large
radius group authors an increased frequency of words in reference to
eating, like the words ‘dinner’, ‘lunch’, ‘restaurant’, and ‘food’, and
make less reference to traffic congestion.

Comparing the two figures, we note that individuals with large
radius laugh more (e.g ‘hahaha’) than those with a small radius, but
individuals closer to their expected location laugh more than those
far from home.

These word differences reveal the relationship between an indivi-
dual’s pattern of movement and their experiences. It is not surprising
to observe regular international travelers tweeting about the food
they enjoy on vacation. Indeed, we expect that individuals capable
of tweeting at a great distance from their expected location are more

Table 1 | Example language assessment by Mechanical Turk

(labMT)27,30 words and scores. Words with neutral scores 4 ,
havg(wi) , 6 are colored gray and ignored when assigning the
happiness score to a large text

word havg(wi)

‘happy’ 8.30
‘hahaha’ 7.94
‘fresh’ 7.26
‘cherry’ 7.04
‘pancake’ 6.96
‘piano’ 6.94
‘and’ 5.22
‘the’ 4.98
‘of’ 4.94
‘down’ 3.66
‘worse’ 2.70
‘crash’ 2.60
‘:(’ 2.36
‘war’ 1.80
‘jail’ 1.76

Figure 6 | (A) Average happiness of words written as a function of distance from an author’s expected location, with tweets grouped into ten equally
populated bins. Expressed happiness grows logarithmically with distance distance from expected location. (B) A similar trend is observed when
individuals are grouped into ten equally populated bins according to their gyradius. Both trends persist through variations in binning and different
measures of mobility.
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SCIENTIFIC REPORTS | 3 : 2625 | DOI: 10.1038/srep02625 6
 We grow fonder as we wander.

−20 −15 −10 −5 0  5  10 
−8

−6

−4

−2

0

2

4

6

8

x/mx

y/
m

y

 

 

−6

−5.5

−5

−4.5

−4

−3.5

−3

−2.5

Figure 3: (Color online) The probability density function of observing an individual in their normalized reference frame, where
the origin corresponds to each individual’s expected location, and sy = 0 corresponds to their principle axis. This map shows
the positions of over 37,000 individuals, each with more than 50 locations, in their intrinsic reference frame.

5

 Raw movement patterns agree with cell phone
data findings. [18]

 For cell phone data: Time spent at locations
decays as an inverse power law with location
rank. [18]
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Or here: Facebook Lexicon Sentiment
Analysis (2008)
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Facebook Lexicon Sentiment Analysis

Binary decision on emotional content

 Limitation: Sentiments are classified as either
positive or negative.

 ‘I like Sarah Palin’ given same score as ‘Sarah
Palin’s voice fills me with unbridled joy!’
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