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Human language reveals a universal positivity bias
Peter Sheridan Doddsa,b,1, Eric M. Clarka,b, Suma Desuc, Morgan R. Frankc, Andrew J. Reagana,b, Jake Ryland Williamsa,b,
Lewis Mitchelld, Kameron Decker Harrise, Isabel M. Kloumannf, James P. Bagrowa,b, Karine Megerdoomiang,
Matthew T. McMahong, Brian F. Tivnanb,g,1, and Christopher M. Danfortha,b,1

aComputational Story Lab, Vermont Advanced Computing Core, and the Department of Mathematics and Statistics, University of Vermont, Burlington, VT
05401; bVermont Complex Systems Center, University of Vermont, Burlington, VT 05401; cCenter for Computational Engineering, Massachusetts Institute of
Technology, Cambridge, MA 02139; dSchool of Mathematical Sciences, The University of Adelaide, SA 5005, Australia; eApplied Mathematics, University of
Washington, Seattle, WA 98195; fCenter for Applied Mathematics, Cornell University, Ithaca, NY 14853; and gThe MITRE Corporation, McLean, VA 22102

Edited by Kenneth W. Wachter, University of California, Berkeley, CA, and approved January 9, 2015 (received for review June 23, 2014)

Using human evaluation of 100,000 words spread across 24 corpora

in 10 languages diverse in origin and culture, we present evidence

of a deep imprint of human sociality in language, observing that

(i) thewords of natural human language possess a universal positivity

bias, (ii) the estimated emotional content of words is consistent

between languages under translation, and (iii) this positivity bias

is strongly independent of frequency of word use. Alongside these

general regularities, we describe interlanguage variations in the

emotional spectrum of languages that allow us to rank corpora.

We also show how our word evaluations can be used to construct

physical-like instruments for both real-time and offline measure-

ment of the emotional content of large-scale texts.

language | social psychology | happiness | positivity

Human language, our great social technology, reflects that
which it describes through the stories it allows to be told and

us, the tellers of those stories. Although language’s shaping ef-
fect on thinking has long been controversial (1–3), we know that
a rich array of metaphor encodes our conceptualizations (4),
word choice reflects our internal motives and immediate social
roles (5–7), and the way a language represents the present and
future may condition economic choices (8).
In 1969, Boucher and Osgood (9) framed the Pollyanna

hypothesis: a hypothetical, universal positivity bias in human
communication. From a selection of small-scale, cross-cultural
studies, they marshaled evidence that positive words are likely
more prevalent, more meaningful, more diversely used, and
more readily learned. However, in being far from an exhaustive,
data-driven analysis of language, which is the approach we take
here, their findings could only be regarded as suggestive. Indeed,
studies of the positivity of isolated words and word stems have
produced conflicting results, some pointing toward a positivity
bias (10) and others toward the opposite (11, 12), although
attempts to adjust for use frequency tend to recover a positivity
signal (13).

Materials and Methods

To explore the positivity of human language deeply, we constructed 24 corpora

spread across 10 languages. Our global coverage of linguistically and culturally

diverse languages includes English, Spanish, French, German, Brazilian Portu-

guese, Korean, Chinese (Simplified), Russian, Indonesian, and Arabic. The sources

of our corpora are similarly broad, spanning books (14), news outlets, social

media, the web (15), television and movie subtitles, and music lyrics (16). Our

work here greatly expands upon our earlier study of English alone, where we

found strong evidence for a use-invariant positivity bias (17). In SI Appendix, we

provide full details of our corpora (SI Appendix, Table S1), survey, and partic-

ipants (SI Appendix, Table S2).

We address the social nature of language in two important ways: (i) We

focus on the words people most commonly use, and (ii) we measure how

those same words are received by individuals. We take word use frequency

as the primary organizing measure of a word’s importance. Such a data-

driven approach is crucial for both understanding the structure of language

and creating linguistic instruments for principled measurements (18, 19). By

contrast, earlier studies focusing on meaning and emotion have used “expert”

generated word lists, and these word lists fail statistically to match frequency

distributions of natural language (10–12, 20), confounding attempts to make

claims about language in general. For each of our corpora, we selected be-

tween 5,000 and 10,000 of the most frequently used words, choosing the exact

numbers so that we obtained ∼10,000 words for each language.

Of our 24 corpora, we received 17 already parsed into words by the source:

the Google Books Project (six corpora), the Google Web Crawl (eight corpora),

and movie and television subtitles (three corpora). For the other seven corpora

(five Twitter corpora, the New York Times, and music lyrics), we extracted

words by standard white space separation. Twitter was easily themost variable

and complex of our text sources, and required additional treatment. In parsing

Twitter, we required strings to contain at least one Unicode character and no

invisible control characters, and we excluded strings representing web links,

bearing a leading @, ampersand (&), or other punctuation (e.g., Twitter IDs)

but kept hashtags. Finally, for all corpora, we converted words to lowercase.

We observed that common English words appeared in the Twitter corpora of

other languages, and we have chosen simply to acknowledge this reality of

language and allow these commonly used borrowed words to be evaluated.

Although there are many complications with inflections and variable

orthography, we have found merit for our broad analysis in not collapsing

related words. For example, we have observed that allowing different

conjugations of verbs to stand in our corpora is valuable because human

evaluations of such have proved to be distinguishable [e.g., present vs. past

tense (18)]. As should be expected, a more nuanced treatment going beyond

the present paper’s bounds by involving stemming and word type, for ex-

ample, may lead to minor corrections (21), although our central observations

will remain robust and will in no way change the behavior of the instruments

we generate.

There is no single, principled way to merge corpora to create an ordered list

of words for a given language. For example, it is impossible to weight the most

commonly usedwords in theNew York Times against the most commonly used

words in Twitter. Nevertheless, we are obliged to choose some method for

doing so to facilitate comparisons across languages and for the purposes of

building adaptable linguistic instruments. For each language where we had

more than one corpus, we created a single quasi-ranked word list by finding

the smallest integer r such that the union of all words with a rank ≤ r in at

least one corpus formed a set of at least 10,000 words.

Significance

The most commonly used words of 24 corpora across 10 diverse

human languages exhibit a clear positive bias, a big data con-

firmation of the Pollyanna hypothesis. The study’s findings are

based on 5 million individual human scores and pave the way

for the development of powerful language-based tools for

measuring emotion.

Author contributions: P.S.D., B.F.T., and C.M.D. designed research; P.S.D., E.M.C., S.D., M.R.F.,

A.J.R., J.R.W., L.M., K.D.H., I.M.K., J.P.B., K.M., M.T.M., and C.M.D. performed research; P.S.D.,

E.M.C., A.J.R., K.M., and M.T.M. contributed new reagents/analytic tools; P.S.D., E.M.C., S.D.,

M.R.F., A.J.R., J.R.W., J.P.B., and C.M.D. analyzed data; and P.S.D. wrote the paper.

The authors declare no conflict of interest.

This article is a PNAS Direct Submission.

Freely available online through the PNAS open access option.

Data deposition: Data are available in Dataset S1 and at www.uvm.edu/storylab/share/

papers/dodds2014a/index.html.

1To whom correspondence may be addressed. Email: peter.dodds@uvm.edu, btivnan@
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This article contains supporting information online at www.pnas.org/lookup/suppl/doi:10.
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“Human language reveals a universal
positivity bias”
Dodds et al.,
Proc. Natl. Acad. Sci., 112, 2389–2394,
2015. [2]
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Who are we?
 Stories we tell about how we should/could/must behave vary

enormously.

 Jainism to Rand’s Objectivism.

Basic observations:
 Language is our great social technology.

 And we convey stories through language.

Basic question:
 What’s the distribution of emotional content of the atoms of

language?

Data we’ve generated:
 English plus nine other languages.

 Key: incorporate word usage frequency (= size).
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English’s scale-invariant, positive bias: [8]
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 Social organism story
manifested in language.

 Pollyanna Hypothesis:
Interactions are predominantly
positive

 Positive anchor of concepts: Unhappy but not unsad.

 Many ways for things to go wrong: “All happy families
are alike; each unhappy family is unhappy in its own
way.”

 Guns, Germs, and Steel [1] invokes the Anna Karenina
Principle

 But: must account for frequency of word usage …
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Music Lyrics
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Dodds/Tivnan/Danforth et al.,
Proc. Natl. Acad. Sci. 2015,
“Human language reveals a universal positivity bias.” [2]
Global press including National Geographic
Top 100 altmetric article, 2015
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Good buzz according to Altmetric …(report
is no longer findable):

As of May 7, 2015:
 Altmetric Score: 772.
 Ranked 3rd out of 933 articles published in PNAS

surrounding 12 weeks.
 Ranked 24nd out of 34,050 articles in PNAS all

time. (Mean score 13.5.)
 Ranked 60th out of all 109,841 tracked articles

published in surrounding 12 weeks.
 Ranked 459th out of 3,724,005 tracked articles all

time.

This doesn’t mean it’s a good article ... but it is.
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1 2 3 4 5 6 7 8 9

Chinese: Google Books

Korean: Movie subtitles

English: Music Lyrics

Russian: Google Books

Korean: Twitter

Indonesian: Twitter

Arabic: Movie and TV subtitles

Russian: Movie and TV subtitles

French: Twitter

German: Google Books

French: Google Books

Russian: Twitter

German: Twitter

Indonesian: Movie subtitles

English: Twitter

French: Google Web Crawl

German: Google Web Crawl

English: New York Times

English: Google Books

Portuguese: Twitter

Portuguese: Google Web Crawl

Spanish: Twitter

Spanish: Google Books

Spanish: Google Web Crawl

h
avg
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1 2 3 4 5 6 7 8 9

Russian: Google Books

Chinese: Google Books

German: Google Web Crawl

Korean: Twitter

German: Google Books

Korean: Movie subtitles

French: Google Web Crawl

German: Twitter

Portuguese: Google Web Crawl

Spanish: Google Web Crawl

Russian: Twitter

French: Google Books

Indonesian: Twitter

French: Twitter

Russian: Movie and TV subtitles

Indonesian: Movie subtitles

Spanish: Google Books

English: Google Books

Arabic: Movie and TV subtitles

English: New York Times

English: Twitter

English: Music Lyrics

Spanish: Twitter

Portuguese: Twitter
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No one understands anything:
A revealing letter and our reply:

LETTER

The language-dependent relationship between
word happiness and frequency

Dodds et al. (1) present a universal positiv-
ity bias—in 10 human languages—that they
claim is independent of word frequency. This
result contradicts previous findings (2, 3) in
which a relationship between word happiness
and frequency is reported for a variety of
languages and large-scale datasets. To better
understand this contradiction, we reanalyze the
labMT (language assessment by Mechanical
Turk) data produced in Dodds et al. (1)
against a larger reference lexicon (3). Our
reanalysis shows that the data used in Dodds
et al. (1) does not support their claims. The
code required to reproduce our analysis is
available upon request.
The online setup of Dodds et al. (1) does

not control for acquiescence (2), allowing
for a positive measurement bias (3). LabMT
includes function words like prepositions
(“of”) and articles (“the”), which are not ex-
pected to express happiness or unhappiness,
as mentioned in Dodds et al. (1). This way,
the 399 function words of LIWC (linguistic
inquiry and word count) (4) serve as a gold
standard of neutral emotional content, allow-
ing us to test if there is a positive measure-
ment bias in labMT. Fig. 1A shows the
distribution of function word happiness in
labMT, revealing that the measurement
method introduces a positive bias in which

even neutral words are scored above 5
(Wilcoxon P < 10−11, median = 5.25).
The response format used in Dodds et al.

(1) is composed of a scale of emoticons. This
approach introduces a measurement bias be-
cause nonsmiling facial expression is perceived
as slightly negative (5). We capture this bias by
comparing the English labMT with a reference
lexicon (3), produced in a very similar exper-
iment also using Amazon MT with the same
scale and definition of word happiness, but
with numeric scales instead of emoticons.
Fig. 1B shows that word happiness in labMT
is higher than in the reference lexicon (Wil-
coxon P < 10−15, median difference = 0.28).
This difference also exists in the intersection
between lexica, composed of 4,502 words, for
which we calculated the difference between
the happiness scores in labMT and in the
reference lexicon. The result is a positive mea-
surement bias even at the level of individual
words (t test P < 10−15, mean = 0.07).
The independence of happiness from

frequency reported by Dodds et al. (1) is
based on a rank transformation of frequency,
which loses information of the empirical
word frequencies. We reanalyze labMT and
Google Books in six languages using a log-
linear model havg = α log(f) + β, using the
actual frequency rather than the rank. Fig. 1C

shows the estimates of α, revealing a significant
and sizable dependence for four languages.
For English, the increase of happiness on
the frequency range is 1.06, an effect much
larger than after the rank transformation
of Dodds et al. (1), and its associated in-
formation loss. This analysis shows a lan-
guage-dependent relationship between word
happiness and frequency, and that the
reported “self-similarity” of Dodds et al. (1)
is far from being universal.
In summary, our reanalysis shows: (i) that

the reported positivity bias is explained by a
measurement bias rather than a universal fea-
ture of human language, and (ii) that the
reported independence between word happi-
ness and frequency is an artifact of the data
processing. However, this does not subtract
importance from the methodological contribu-
tion of Dodds et al. (1), namely a multilingual
lexicon of happiness that will be of key impor-
tance for future studies of human emotions.
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Swiss National Science Foundation Grant CR21I1_146499
(to D.G. and F.S.)
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Fig. 1. (A) Distribution of happiness values for LIWC function words. The vertical red line shows the median of the

distribution. (B) Distributions and medians of happiness values for English in Dodds et al. (1) (red) and in the reference

lexicon (3) (blue). (C ) Robust regression estimates and confidence intervals of α when using logarithm frequency in

Google Books since 1990 instead of a rank transformation for English (EN), Spanish (ES), French (FR), Chinese (CN),

Russian (RU), and German (DE).
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“Language-dependent relationship between word
happiness and frequency”
Garcia, Garas, and Schweitzer,
Proc. Natl. Acad. Sci., , , 2015. [7]

LETTER

Reply to Garcia et al.: Common mistakes in
measuring frequency-dependent
word characteristics

The concerns expressed by Garcia et al. (1)
are misplaced due to a range of misconcept-
ions about word usage frequency, word rank,
and expert-constructed word lists such as
LIWC (Linguist Inquiry and Word Count)
(2). We provide a complete response in our
paper’s online appendices (3). Garcia et al.
(1) suggest that the set of function words
in the LIWC dataset (2) show a wide spec-
trum of average happiness with positive
skew (figure 1A in ref. 1) when, according
to their interpretation, these words should
exhibit a Dirac δ function located at neu-
tral (havg = 5 on a 1–9 scale). However,
many words tagged as function words in
the LIWC dataset readily elicit an emo-
tional response in raters as exemplified
by “greatest” (havg = 7.26), “best” (havg =
7.26), “negative” (havg = 2.42), and “worst”
(havg = 2.10). In our study (3), basic func-
tion words that are expected to be neutral,
such as “the” (havg = 4.98) and “to” (havg =
4.98), were appropriately scored as such.
Moreover, no meaningful statement about
biases can be made for sets of words cho-
sen without frequency of use properly
incorporated.
Garcia et al. (1) compare our work on

English with a similar sized survey by
Warriner et al. (4). Warriner et al. generated
a merged list of 13,915 English words, the
bulk of which are a list of lemmas taken from
movie subtitles, a mismatch with the corpora
we used in creating our English word list
labMT (language assessment by Mechancical
Turk). In figure 1B of ref. 1, Garcia et al. make
a flawed comparison between the two word
lists because the words behind each histogram
are not the same. For shared words, the minor
difference in median havg of 0.07—much less
than the observed positivity bias—cannot be be-
cause of our use of cartoon faces (emoticons).

The earlier Affective Norms for English
Words (ANEW) study upon which we
modeled our work (5) also uses cartoons
and yet found a lower median for words
shared with Warriner et al. (5.29 versus
5.44) (4). All three datasets agree well in
more general statistical comparisons (4).
In attempting to say anything about a given

quality of words as it relates to use frequency
within a specific corpora, a complete census of
words by frequency must be on hand, other-
wise uncontrolled sampling issues arise. In
Fig. 1A, we plot average happiness as a
function of frequency of use for the word
list Garcia et al. (1) created from Google
Books. The scatter plot is clearly unsuitable
for linear regression. We show an estimate of
cumulative coverage at the bottom, which
crashes soon after reaching 5,000 words.
Sampling issues aside, Garcia et al. (1) state

that regression against frequency f is a better
choice than using rank r because information
is lost in moving from f to r. However, the
general adherence of natural language to Zipf’s
law, f ∼ r−1, provides an immediate counter-
argument, even acknowledging the possibility of
a scaling break (6). Fig. 1B shows how use rank
is well suited for regression, and is the basis for
the “jellyfish” plots we presented in our work
(3). In Fig. 1C, we present how havg behaves as a
function of 1/f, illustrating both the error in
choosing log10 f and that our results will be
essentially unchanged if we regress against 1/f.
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“Reply to Garcia et al.: Common mistakes in measuring
frequency dependent word characteristics”
Dodds et al.,
Proc. Natl. Acad. Sci., , , 2015. [4]

Full version here: http://arxiv.org/abs/1406.3855

Abstract:
The concerns expressed by Garcia et al. [7] are misplaced due to a range of
misconceptions about word usage frequency, word rank, and
expert-constructed word lists such as LIWC [11]. We provide a complete
response in our paper’s online appendices [3].
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LIWC function words are not neutral:
 “greatest” (ℎavg=7.26),
 “best” (ℎavg=7.26),
 “unique” (ℎavg=6.98),
 “negative” (ℎavg=2.42),
 “worst” (ℎavg=2.10).

Common scientific sense for text analysis:
Always look at the words.
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More LIWC function words:
High ℎavg
billion 7.56
million 7.38
couple 7.30
millions 7.26
greatest 7.26

rest 7.18
best 7.18

equality 7.08
unique 6.98
plenty 6.98
truly 6.86

hopefully 6.84
first 6.82
plus 6.76
well 6.68

greater 6.68
highly 6.60

me 6.58
done 6.54
extra 6.52

infinite 6.44
simply 6.42
equally 6.40
sixteen 6.39

we 6.38
soon 6.34

Neutral ℎavg
been 5.04
other 5.04
into 5.04

theyre 5.04
it 5.02

some 5.02
where 5.02

themselves 5.02
im 5.02

quarterly 5.02
ive 5.02

because 5.00
whereas 5.00

id 5.00
til 5.00

the 4.98
to 4.98
by 4.98
or 4.98

part 4.98
rather 4.98

its 4.96
when 4.96

perhaps 4.96
yall 4.96
of 4.94

Low ℎavg
wouldnt 3.86

not 3.86
shouldn’t 3.84

none 3.84
haven’t 3.82

wouldn’t 3.78
fewer 3.72

lacking 3.71
won’t 3.70
wasnt 3.70
dont 3.70
don’t 3.70
down 3.66

nobody 3.64
doesn’t 3.62
couldnt 3.58
without 3.54

no 3.48
cant 3.48
zero 3.44

against 3.40
never 3.34

cannot 3.32
lack 3.16

negative 2.42
worst 2.10

The jellyfish knows:

23456789
1

2

3

4

5
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7

8

9

100%

log10 frequency of usage

h
a
v
g

Garcia et al. A 

1 1000 2000 3000 4000 5000
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5

6

7

8

9

rank r

labMT B 

0 0.5 1 1.5

x 10
−7

1

2

3

4

5

6

7

8

9

(frequency of usage)−1

labMT C 

Scatterplot of ℎavg as a function of word usage frequency for the English Google Books word
list generated by Garcia et al.. Uncontrolled subsampling of lower frequency words yields a
lexicon that is not statistically representative of any natural language corpus. The lower
curve provides a coarse estimate of cumulative lexicon coverage as a function of usage
frequency 𝑓 using Zipf’s law 𝑓𝑟 ∼ 𝑓1𝑟−1 inverted as 𝑟 ∼ 𝑓1/𝑓𝑟 . The rapid drop off begins at

around rank 5000, the involved lexicon size for Google Books in labMT [3, 6]. B. and
Scatterplot of ℎavg as a function of rank 𝑟 for the 5000 words for Google Books contributing

to labMT, the basis of our jellyfish plots [3]. C. Same data as B plotted against 𝑓. Linear
regression fits for the first two scatterplots are ℎavg ≃ 0.089log10𝑓 + 4.85 andℎavg ≃ −3.04×10−5𝑟 + 5.62 (as reported in [3]). Note difference in signs, and the far
weaker trend for the statistically appropriate regression against rank in B. Pearson
correlation coefficients: +0.105, -0.042, and -0.043 with 𝑝-values 6.15×10−26 , 3.03×10−3 ,
and 2.57×10−3. Spearman correlation coefficients: +0.201, -0.013, and -0.013 with 𝑝-values
6.37×10−92 , 0.350, and 0.350.
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Nutshell:
 Linguistic positivity bias holds for 10 major

languages.
 Spread across 24 corpora: books, news, social

media, movie titles, …
 Languages and evaluating groups spread around

the world.
 Diverse in language origins.
 Language appears to reflect social, cooperative

tendency of people.
 Negative emotion is more variable—must be

specific, Tolstoyfully.
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Corpus: # Words Reference(s)

English: Twitter 5000 [?, 6]
English: Google Books Project 5000 [10]
English: The New York Times 5000 [12]
English: Music lyrics 5000 [5]
Portuguese: Google Web Crawl 7133 [?]
Portuguese: Twitter 7119 [?]
Spanish: Google Web Crawl 7189 [?]
Spanish: Twitter 6415 [?]
Spanish: Google Books Project 6379 [10]
French: Google Web Crawl 7056 [?]
French: Twitter 6569 [?]
French: Google Books Project 6192 [10]
Arabic: Movie and TV subtitles 9999 MITRE
Indonesian: Twitter 7044 [?]
Indonesian: Movie subtitles 6726 MITRE
Russian: Twitter 6575 [?]
Russian: Google Books Project 5980 [10]
Russian: Movie and TV subtitles 6186 [?]
German: Google Web Crawl 6902 [?]
German: Twitter 6459 [?]
German: Google Books Project 6097 [10]
Korean: Twitter 6728 [?]
Korean: Movie subtitles 5389 MITRE
Chinese: Google Books Project 10000 [10]

Language Participants’ location(s) # of participants Average words scored
English US, India 384 1302
German Germany 196 2551

Indonesian Indonesia 146 3425
Russian Russia 125 4000
Arabic Egypt 185 2703
French France 179 2793
Spanish Mexico 236 2119

Portuguese Brazil 208 2404
Simplified Chinese China 128 3906

Korean Korea, US 109 4587

Number and main country/countries of location for participants evaluating the 10,000
common words for each of the 10 languages we studied. Also recorded is the average
number of words evaluated by each participant (rounded to the nearest integer). We note
that each word received 50 evaluations from distinct individuals. The English word list was

evaluated via Mechanical Turk for our initial study [9]. The nine languages evaluated
through Appen-Butler Hill yielded a higher participation rate likely due to better pay and the
organization’s quality of service.

COcoNuTS
@networksvox

Pollyanna
Principle

Pollyanna
Principle

English is happy

10 languages

Extras

Corpora

Text parsing

Corpus
generation

References

.
.
.
.
.

.
27 of 53

We used the services of Appen Butler Hill
(http://www.appen.com) for all word evaluations
excluding English, for which we had earlier employed
Mechanical Turk (https://www.mturk.com/ [9]).

English instructions were translated to all other
languages and given to participants along with survey
questions, and an example of the English instruction
page is below. Non-english language experiments
were conducted through a custom interactive website
built by Appen Butler Hill, and all participants were
required to pass a stringent aural proficiency test in
their own language.
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Measuring the Happiness of Words

Our overall aim is to assess how people feel about individual words. With this particular

survey, we are focusing on the dual emotions of sadness and happiness. You are to rate

100 individual words on a 9 point unhappy-happy scale.

Please consider each word carefully. If we determine that your ratings are randomly or

otherwise inappropriately selected, or that any questions are left unanswered, we may

not approve your work. These words were chosen based on their common usage. As a

result, a small portion of words may be offensive to some people, written in a different

language, or nonsensical.

Before completing the word ratings, we ask that you answer a few short demographic

questions. We expect the entire survey to require 10 minutes of your time. Thank you

for participating!

Example:
sunshine

Read the word and click on the face that best corresponds to your emotional response.

Demographic Questions

1. What is your gender? (Male/Female)

2. What is your age? (Free text)

3. Which of the following best describes your highest achieved education level?

Some High School, High School Graduate, Some college, no degree, Associates

degree, Bachelors degree, Graduate degree (Masters, Doctorate, etc.)

4. What is the total income of your household?

5. Where are you from originally?

6. Where do you live currently?

7. Is your first language? (Yes/No) If it is not, please specify what your first

language is.

8. Do you have any comments or suggestions? (Free text)
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Of our 24 corpora, we received 17 already parsed by
the source: the Google Books Project (6 corpora), the
Google Web Crawl (8 corpora), and Movie and TV
subtitles (3 corpora). For the other 7 corpora (Twitter,
New York Times, and Music Lyrics), we extracted words
by standard white space separation (more on Twitter
below). We acknowledge the many complications with
inflections and variable orthography. We have found
merit in not collapsing related words, which would
require a more sophisticated treatment going beyond
the present paper’s bounds. Moreover, we have
observed that allowing, say, different conjugation of
verbs to stand in our corpora is valuable as human
evaluations of such have proved to be distinguishable
(e.g., present versus past tense [6]).
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Twitter was easily the most variable and unruly of our
text sources and required additional treatment. We
first checked if a string contains at least one valid utf8
letter, discarding if not. Next we filtered out strings
containing invisible control characters, as these
symbols can be problematic. We ignored all strings
that start with < and end with > (generally html code).
We ignored strings with a leading @ or &, or either
preceded with standard punctuation (e.g., Twitter ID’s),
but kept hashtags. We also removed all strings starting
with www. or http: or end in .com (all websites). We
stripped the remaining strings of standard
punctuation, and we replaced all double quotes (”) by
single quotes (’). Finally, we converted all Latin
alphabet letters to lowercase.
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Tokenization example:

Term count
love 10
LoVE 5
love! 2
#love 3
.love 2
@love 1
love87 1

→ Term count
love 19
#love 3
love87 1

The term ‘@love’ is discarded, and all other terms map
to either ‘love’ or ‘love87’.
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There is no single, principled way to merge corpora to
create an ordered list of words for a given language.
For example, it is impossible to weight the most
commonly used words in the New York Times against
those of Twitter. Nevertheless, we are obliged to
choose some method for doing so to facilitate
comparisons across languages and for the purposes of
building adaptable linguistic instruments.
For each language where we had more than one
corpus, we created a single quasi-ranked word list by
finding the smallest integer 𝑟 such that the union of all
words with rank ≤ 𝑟 in at least one corpus formed a
set of at least 10,000 words.

Spanish Portuguese English Indonesian French German Arabic Russian Korean Chinese
Spanish 1.00, 0.00 1.01, 0.03 1.06, -0.07 1.22, -0.88 1.11, -0.24 1.22, -0.84 1.13, -0.22 1.31, -1.16 1.60, -2.73 1.58, -2.30

Portuguese 0.99, -0.03 1.00, 0.00 1.04, -0.03 1.22, -0.97 1.11, -0.33 1.21, -0.86 1.09, -0.08 1.26, -0.95 1.62, -2.92 1.58, -2.39
English 0.94, 0.06 0.96, 0.03 1.00, 0.00 1.13, -0.66 1.06, -0.23 1.16, -0.75 1.05, -0.10 1.21, -0.91 1.51, -2.53 1.47, -2.10

Indonesian 0.82, 0.72 0.82, 0.80 0.88, 0.58 1.00, 0.00 0.92, 0.48 0.99, 0.06 0.89, 0.71 1.02, 0.04 1.31, -1.53 1.33, -1.42
French 0.90, 0.22 0.90, 0.30 0.94, 0.22 1.09, -0.52 1.00, 0.00 1.08, -0.44 0.99, 0.12 1.12, -0.50 1.37, -1.88 1.40, -1.77

German 0.82, 0.69 0.83, 0.71 0.86, 0.65 1.01, -0.06 0.92, 0.41 1.00, 0.00 0.91, 0.61 1.07, -0.25 1.29, -1.44 1.32, -1.36
Arabic 0.88, 0.19 0.92, 0.08 0.95, 0.10 1.12, -0.80 1.01, -0.12 1.10, -0.68 1.00, 0.00 1.12, -0.63 1.40, -2.14 1.43, -2.01

Russian 0.76, 0.88 0.80, 0.75 0.83, 0.75 0.98, -0.04 0.89, 0.45 0.93, 0.24 0.89, 0.56 1.00, 0.00 1.26, -1.39 1.25, -1.05
Korean 0.62, 1.70 0.62, 1.81 0.66, 1.67 0.77, 1.17 0.73, 1.37 0.78, 1.12 0.71, 1.53 0.79, 1.10 1.00, 0.00 0.98, 0.28
Chinese 0.63, 1.46 0.63, 1.51 0.68, 1.43 0.75, 1.07 0.71, 1.26 0.76, 1.03 0.70, 1.41 0.80, 0.84 1.02, -0.29 1.00, 0.00

Reduced Major Axis (RMA) regression fits for row language as a linear function of the column
language: ℎ(row)

avg (𝑤) = 𝑚ℎ(column)
avg (𝑤) + 𝑐 where 𝑤 indicates a translation-stable word. Each

entry in the table contains the coefficient pair 𝑚 and 𝑐. We use RMA regression, also known
as Standardized Major Axis linear regression, because of its accommodation of errors in
both variables.

Spanish Portuguese English Indonesian French German Arabic Russian Korean Chinese
Spanish 1.00 0.89 0.87 0.82 0.86 0.82 0.83 0.73 0.79 0.79

Portuguese 0.89 1.00 0.87 0.82 0.84 0.81 0.84 0.84 0.79 0.76
English 0.87 0.87 1.00 0.88 0.86 0.82 0.86 0.87 0.82 0.81

Indonesian 0.82 0.82 0.88 1.00 0.79 0.77 0.83 0.85 0.79 0.77
French 0.86 0.84 0.86 0.79 1.00 0.84 0.77 0.84 0.79 0.76

German 0.82 0.81 0.82 0.77 0.84 1.00 0.76 0.80 0.73 0.74
Arabic 0.83 0.84 0.86 0.83 0.77 0.76 1.00 0.83 0.79 0.80

Russian 0.73 0.84 0.87 0.85 0.84 0.80 0.83 1.00 0.80 0.82
Korean 0.79 0.79 0.82 0.79 0.79 0.73 0.79 0.80 1.00 0.81
Chinese 0.79 0.76 0.81 0.77 0.76 0.74 0.80 0.82 0.81 1.00

Pearson correlation coefficients for translation-stable words for all language pairs. All𝑝-values are < 10−118.

Spanish Portuguese English Indonesian French German Arabic Russian Korean Chinese
Spanish 1.00 0.85 0.83 0.77 0.81 0.77 0.75 0.74 0.74 0.68

Portuguese 0.85 1.00 0.83 0.77 0.78 0.77 0.77 0.81 0.75 0.66
English 0.83 0.83 1.00 0.82 0.80 0.78 0.78 0.81 0.75 0.70

Indonesian 0.77 0.77 0.82 1.00 0.72 0.72 0.76 0.77 0.71 0.71
French 0.81 0.78 0.80 0.72 1.00 0.80 0.67 0.79 0.71 0.64

German 0.77 0.77 0.78 0.72 0.80 1.00 0.69 0.76 0.64 0.62
Arabic 0.75 0.77 0.78 0.76 0.67 0.69 1.00 0.74 0.69 0.68

Russian 0.74 0.81 0.81 0.77 0.79 0.76 0.74 1.00 0.70 0.66
Korean 0.74 0.75 0.75 0.71 0.71 0.64 0.69 0.70 1.00 0.71
Chinese 0.68 0.66 0.70 0.71 0.64 0.62 0.68 0.66 0.71 1.00

Spearman correlation coefficients for translation-stable words. All 𝑝-values are < 10−82.

COcoNuTS
@networksvox

Pollyanna
Principle

Pollyanna
Principle

English is happy

10 languages

Extras

Corpora

Text parsing

Corpus
generation

References

.
.
.
.
.

.
36 of 53

Spanish

−2 −1 0 1 2

0.15

0.30

0.45

N = 3273

∆= + 0. 07

Portuguese

δ hav g

F
r
e
q

u
e
n

c
y

       

N = 3995

∆= + 0. 28

English

       

N = 2206

∆= + 0. 34

Indonesian

       

N = 3330

∆= + 0. 39

French

       

N = 2686

∆= + 0. 39

German

       

N = 1306

∆= + 0. 51

Arabic

       

N = 1617

∆= + 0. 58

Russian

       

N = 801

∆= + 0. 55

Korean

       

N = 1689

∆= + 0. 73

Chinese

       

N = 3273

∆= - 0. 07

P
o

rt
u

g
u

e
s
e

S
p

a
n

is
h

       

N = 3592

∆= + 0. 20

       

N = 2189

∆= + 0. 23

       

N = 2910

∆= + 0. 29

       

N = 2547

∆= + 0. 31

       

N = 1287

∆= + 0. 40

       

N = 1494

∆= + 0. 46

       

N = 783

∆= + 0. 44

       

N = 1552

∆= + 0. 65

       

N = 3995

∆= - 0. 28

E
n

g
lis

h

       

N = 3592

∆= - 0. 20

       

N = 2871

∆= + 0. 05

       

N = 3526

∆= + 0. 12

       

N = 3101

∆= + 0. 12

       

N = 1999

∆= + 0. 17

       

N = 2011

∆= + 0. 21

       

N = 1137

∆= + 0. 21

       

N = 2323

∆= + 0. 35

       

N = 2206

∆= - 0. 34

In
d

o
n

e
s
ia

n

       

N = 2189

∆= - 0. 23

       

N = 2871

∆= - 0. 05

       

N = 2130

∆= + 0. 04

       

N = 1983

∆= + 0. 03

       

N = 1361

∆= + 0. 12

       

N = 1246

∆= + 0. 12

       

N = 800

∆= + 0. 13

       

N = 1404

∆= + 0. 32

       

N = 3330

∆= - 0. 39

F
re

n
c
h

       

N = 2910

∆= - 0. 29

       

N = 3526

∆= - 0. 12

       

N = 2130

∆= - 0. 04

       

N = 2459

∆= + 0. 02

       

N = 1275

∆= + 0. 09

       

N = 1480

∆= + 0. 15

       

N = 772

∆= + 0. 12

       

N = 1561

∆= + 0. 32

       

N = 2686

∆= - 0. 39

G
e

rm
a

n

       

N = 2547

∆= - 0. 31

       

N = 3101

∆= - 0. 12

       

N = 1983

∆= - 0. 03

       

N = 2459

∆= - 0. 02

       

N = 1074

∆= + 0. 09

       

N = 1289

∆= + 0. 15

       

N = 708

∆= + 0. 15

       

N = 1293

∆= + 0. 33

       

N = 1306

∆= - 0. 51

A
ra

b
ic

       

N = 1287

∆= - 0. 40

       

N = 1999

∆= - 0. 17

       

N = 1361

∆= - 0. 12

       

N = 1275

∆= - 0. 09

       

N = 1074

∆= - 0. 09

       

N = 1300

∆= + 0. 03

       

N = 619

∆= + 0. 03

       

N = 1321

∆= + 0. 23

       

N = 1617

∆= - 0. 58

R
u

s
s
ia

n

       

N = 1494

∆= - 0. 46

       

N = 2011

∆= - 0. 21

       

N = 1246

∆= - 0. 12

       

N = 1480

∆= - 0. 15

       

N = 1289

∆= - 0. 15

       

N = 1300

∆= - 0. 03

       

N = 679

∆= + 0. 04

       

N = 1022

∆= + 0. 23

       

N = 801

∆= - 0. 55

K
o

re
a

n

       

N = 783

∆= - 0. 44

       

N = 1137

∆= - 0. 21

       

N = 800

∆= - 0. 13

       

N = 772

∆= - 0. 12

       

N = 708

∆= - 0. 15

       

N = 619

∆= - 0. 03

       

N = 679

∆= - 0. 04

       

N = 934

∆= + 0. 18

       

N = 1689

∆= - 0. 73

C
h

in
e

s
e

       

N = 1552

∆= - 0. 65

       

N = 2323

∆= - 0. 35

       

N = 1404

∆= - 0. 32

       

N = 1561

∆= - 0. 32

       

N = 1293

∆= - 0. 33

       

N = 1321

∆= - 0. 23

       

N = 1022

∆= - 0. 23

       

N = 934

∆= - 0. 18

Histograms of the change in average happiness for translation-stable words between each
language pair. The largest deviations correspond to strong changes in a word’s perceived
primary meaning (e.g., ‘lying’ and ‘acostado’). The inset quantities are 𝑁, the number of
translation-stable words, and ∆ is the average difference in translation-stable word
happiness between the row language and column language.
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Language: Corpus 𝜌p 𝑝-value 𝜌s 𝑝-value 𝛼 𝛽
Spanish: Google Web Crawl -0.114 3.38×10−22 -0.090 1.85×10−14 -5.55×10−5 6.10
Spanish: Google Books -0.040 1.51×10−3 -0.016 1.90×10−1 -2.28×10−5 5.90
Spanish: Twitter -0.048 1.14×10−4 -0.032 1.10×10−2 -3.10×10−5 5.94
Portuguese: Google Web Crawl -0.085 6.33×10−13 -0.060 3.23×10−7 -3.98×10−5 5.96
Portuguese: Twitter -0.041 5.98×10−4 -0.030 1.15×10−2 -2.40×10−5 5.73
English: Google Books -0.042 3.03×10−3 -0.013 3.50×10−1 -3.04×10−5 5.62
English: New York Times -0.056 6.93×10−5 -0.044 1.99×10−3 -4.17×10−5 5.61
German: Google Web Crawl -0.096 1.11×10−15 -0.082 6.75×10−12 -3.67×10−5 5.65
French: Google Web Crawl -0.105 9.20×10−19 -0.080 1.99×10−11 -4.50×10−5 5.68
English: Twitter -0.097 6.56×10−12 -0.103 2.37×10−13 -7.78×10−5 5.67
Indonesian: Movie subtitles -0.039 1.48×10−3 -0.063 2.45×10−7 -2.04×10−5 5.45
German: Twitter -0.054 1.47×10−5 -0.036 4.02×10−3 -2.51×10−5 5.58
Russian: Twitter -0.052 2.38×10−5 -0.028 2.42×10−2 -2.55×10−5 5.52
French: Google Books -0.043 6.80×10−4 -0.030 1.71×10−2 -2.31×10−5 5.49
German: Google Books -0.003 8.12×10−1 +0.014 2.74×10−1 -1.38×10−6 5.45
French: Twitter -0.049 6.08×10−5 -0.023 6.31×10−2 -2.54×10−5 5.54
Russian: Movie and TV subtitles -0.029 2.36×10−2 -0.033 9.17×10−3 -1.57×10−5 5.43
Arabic: Movie and TV subtitles -0.045 7.10×10−6 -0.029 4.19×10−3 -1.66×10−5 5.44
Indonesian: Twitter -0.051 2.14×10−5 -0.018 1.24×10−1 -2.50×10−5 5.46
Korean: Twitter -0.032 8.29×10−3 -0.016 1.91×10−1 -1.24×10−5 5.38
Russian: Google Books +0.030 2.09×10−2 +0.070 5.08×10−8 +1.20×10−5 5.35
English: Music Lyrics -0.073 2.53×10−7 -0.081 1.05×10−8 -6.12×10−5 5.45
Korean: Movie subtitles -0.187 8.22×10−44 -0.180 2.01×10−40 -9.66×10−5 5.41
Chinese: Google Books -0.067 1.48×10−11 -0.050 5.01×10−7 -1.72×10−5 5.21

Pearson correlation coefficients and 𝑝-values, Spearman correlation coefficients and𝑝-values, and linear fit coefficients, for average word happiness ℎavg as a function of word
usage frequency rank 𝑟. We use the fit is ℎavg = 𝛼𝑟 + 𝛽 for the most common 5000 words
in each corpora, determining 𝛼 and 𝛽 via ordinary least squares, and order languages by
the median of their average word happiness scores (descending). We note that stemming of
words may affect these estimates.

Language: Corpus 𝜌p 𝑝-value 𝜌s 𝑝-value 𝛼 𝛽
Portuguese: Twitter +0.090 2.55×10−14 +0.095 1.28×10−15 1.19×10−5 1.29
Spanish: Twitter +0.097 8.45×10−15 +0.104 5.92×10−17 1.47×10−5 1.26
English: Music Lyrics +0.129 4.87×10−20 +0.134 1.63×10−21 2.76×10−5 1.33
English: Twitter +0.007 6.26×10−1 +0.012 4.11×10−1 1.47×10−6 1.35
English: New York Times +0.050 4.56×10−4 +0.044 1.91×10−3 9.34×10−6 1.32
Arabic: Movie and TV subtitles +0.101 7.13×10−24 +0.101 3.41×10−24 9.41×10−6 1.01
English: Google Books +0.180 1.68×10−37 +0.176 4.96×10−36 3.36×10−5 1.27
Spanish: Google Books +0.066 1.23×10−7 +0.062 6.53×10−7 9.17×10−6 1.26
Indonesian: Movie subtitles +0.026 3.43×10−2 +0.027 2.81×10−2 2.87×10−6 1.12
Russian: Movie and TV subtitles +0.083 7.60×10−11 +0.075 3.28×10−9 1.06×10−5 0.89
French: Twitter +0.072 4.77×10−9 +0.076 8.94×10−10 1.07×10−5 1.05
Indonesian: Twitter +0.072 1.17×10−9 +0.072 1.73×10−9 8.16×10−6 1.12
French: Google Books +0.090 1.02×10−12 +0.085 1.67×10−11 1.25×10−5 1.02
Russian: Twitter +0.055 6.83×10−6 +0.053 1.67×10−5 7.39×10−6 0.91
Spanish: Google Web Crawl +0.119 4.45×10−24 +0.106 2.60×10−19 1.45×10−5 1.23
Portuguese: Google Web Crawl +0.093 4.06×10−15 +0.083 2.91×10−12 1.07×10−5 1.26
German: Twitter +0.051 4.45×10−5 +0.050 5.15×10−5 7.39×10−6 1.15
French: Google Web Crawl +0.104 2.12×10−18 +0.088 9.64×10−14 1.27×10−5 1.01
Korean: Movie subtitles +0.171 1.39×10−36 +0.185 8.85×10−43 2.58×10−5 0.88
German: Google Books +0.157 6.06×10−35 +0.162 4.96×10−37 2.17×10−5 1.03
Korean: Twitter +0.056 4.07×10−6 +0.062 4.25×10−7 6.98×10−6 0.93
German: Google Web Crawl +0.099 2.05×10−16 +0.085 1.18×10−12 1.20×10−5 1.07
Chinese: Google Books +0.099 3.07×10−23 +0.097 3.81×10−22 8.70×10−6 1.16
Russian: Google Books +0.187 5.15×10−48 +0.177 2.24×10−43 2.28×10−5 0.81

Pearson correlation coefficients and 𝑝-values, Spearman correlation coefficients and𝑝-values, and linear fit coefficients for standard deviation of word happiness ℎstd as a
function of word usage frequency rank 𝑟. We consider the fit is ℎstd = 𝛼𝑟 + 𝛽 for the most
common 5000 words in each corpora, determining 𝛼 and 𝛽 via ordinary least squares, and
order corpora according to their emotional variance (descending).

COcoNuTS
@networksvox

Pollyanna
Principle

Pollyanna
Principle

English is happy

10 languages

Extras

Corpora

Text parsing

Corpus
generation

References

.
.
.
.
.

.
39 of 53

http://www.uvm.edu
http://www.uvm.edu/pdodds


COcoNuTS
@networksvox

Pollyanna
Principle

Pollyanna
Principle

English is happy

10 languages

Extras

Corpora

Text parsing

Corpus
generation

References

.
.
.
.
.

.
48 of 53

References I

[1] J. M. Diamond.
Guns, Germs, and Steel.
W. W. Norton & Company, 1997.

[2] P. S. Dodds, E. M. Clark, S. Desu, M. R. Frank, A. J.
Reagan, J. R. Williams, L. Mitchell, K. D. Harris, I. M.
Kloumann, J. P. Bagrow, K. Megerdoomian, M. T.
McMahon, B. F. Tivnan, and C. M. Danforth.
Human language reveals a universal positivity
bias.
Proc. Natl. Acad. Sci., 112(8):2389–2394, 2015.
Available online at
http://www.pnas.org/content/112/8/2389. pdf

http://www.uvm.edu
http://www.uvm.edu/pdodds
http://www.pnas.org/content/112/8/2389
http://www.uvm.edu/pdodds/research/papers/others/2015/dodds2015a.pdf


COcoNuTS
@networksvox

Pollyanna
Principle

Pollyanna
Principle

English is happy

10 languages

Extras

Corpora

Text parsing

Corpus
generation

References

.
.
.
.
.

.
49 of 53

References II

[3] P. S. Dodds, E. M. Clark, S. Desu, M. R. Frank, A. J.
Reagan, J. R. Williams, L. Mitchell, K. D. Harris, I. M.
Kloumann, J. P. Bagrow, K. Megerdoomian, M. T.
McMahon, B. F. Tivnan, and C. M. Danforth.
Human language reveals a universal positivity
bias.
Proc. Natl. Acad. Sci., 112(8):2389–2394, 2015.
Available online at
http://www.pnas.org/content/112/8/2389; online
appendices:
http://compstorylab.org/share/papers/dodds2014a/.

COcoNuTS
@networksvox

Pollyanna
Principle

Pollyanna
Principle

English is happy

10 languages

Extras

Corpora

Text parsing

Corpus
generation

References

.
.
.
.
.

.
50 of 53

References III

[4] P. S. Dodds, E. M. Clark, S. Desu, M. R. Frank, A. J.
Reagan, J. R. Williams, L. Mitchell, K. D. Harris, I. M.
Kloumann, J. P. Bagrow, K. Megerdoomian, M. T.
McMahon, B. F. Tivnan, and C. M. Danforth.
Reply to garcia et al.: Common mistakes in
measuring frequency dependent word
characteristics.
Proc. Natl. Acad. Sci., 2015.
Available online at http://www.pnas.org/content/
early/2015/05/20/1505647112. pdf

[5] P. S. Dodds and C. M. Danforth.
Measuring the happiness of large-scale written
expression: songs, blogs, and presidents.
Journal of Happiness Studies, 2009.
doi:10.1007/s10902-009-9150-9. pdf

COcoNuTS
@networksvox

Pollyanna
Principle

Pollyanna
Principle

English is happy

10 languages

Extras

Corpora

Text parsing

Corpus
generation

References

.
.
.
.
.

.
51 of 53

References IV

[6] P. S. Dodds, K. D. Harris, I. M. Kloumann, C. A.
Bliss, and C. M. Danforth.
Temporal patterns of happiness and information
in a global social network: Hedonometrics and
Twitter.
PLoS ONE, 6:e26752, 2011. pdf

[7] D. Garcia, A. Garas, and F. Schweitzer.
Language-dependent relationship between word
happiness and frequency.
Proc. Natl. Acad. Sci., 2015.
doi: 10.1073/pnas.1502909112. pdf

[8] I. M. Kloumann, C. M. Danforth, K. D. Harris, C. A.
Bliss, and P. S. Dodds.
Positivity of the English language.
PLoS ONE, 7:e29484, 2012. pdf

COcoNuTS
@networksvox

Pollyanna
Principle

Pollyanna
Principle

English is happy

10 languages

Extras

Corpora

Text parsing

Corpus
generation

References

.
.
.
.
.

.
52 of 53

References V

[9] I. M. Kloumann, C. M. Danforth, K. D. Harris, C. A.
Bliss, and P. S. Dodds.
Positivity of the English language.
PLoS ONE, 7:e29484, 2012. pdf

[10] J.-B. Michel, Y. K. Shen, A. P. Aiden, A. Veres, M. K.
Gray, The Google Books Team, J. P. Pickett,
D. Hoiberg, D. Clancy, P. Norvig, J. Orwant,
S. Pinker, M. A. Nowak, and E. A. Lieberman.
Quantitative analysis of culture using millions of
digitized books.
Science Magazine, 331:176–182, 2011. pdf

[11] J. W. Pennebaker, R. J. Booth, and M. E. Francis.
Linguistic Inquiry and Word Count: LIWC 2007.
at http://bit.ly/S1Dk2L, accessed May 15, 2014.,
2007.

COcoNuTS
@networksvox

Pollyanna
Principle

Pollyanna
Principle

English is happy

10 languages

Extras

Corpora

Text parsing

Corpus
generation

References

.
.
.
.
.

.
53 of 53

References VI

[12] E. Sandhaus.
The New York Times Annotated Corpus.
Linguistic Data Consortium, Philadelphia, 2008.

http://www.uvm.edu
http://www.uvm.edu/pdodds
http://www.pnas.org/content/112/8/2389
http://compstorylab.org/share/papers/dodds2014a/
http://www.uvm.edu
http://www.uvm.edu/pdodds
http://www.pnas.org/content/early/2015/05/20/1505647112
http://www.pnas.org/content/early/2015/05/20/1505647112
http://www.uvm.edu/pdodds/research/papers/others/2015/dodds2015b.pdf
http://www.uvm.edu/pdodds/research/papers/others/2009/dodds2009b.pdf
http://www.uvm.edu
http://www.uvm.edu/pdodds
http://www.uvm.edu/pdodds/research/papers/others/2011/dodds2011e.pdf
http://www.uvm.edu/pdodds/research/papers/others/2015/garcia2015a.pdf
http://www.uvm.edu/pdodds/research/papers/others/2012/kloumann2012a.pdf
http://www.uvm.edu
http://www.uvm.edu/pdodds
http://www.uvm.edu/pdodds/research/papers/others/2012/kloumann2012b.pdf
http://www.uvm.edu/pdodds/research/papers/others/2011/michel2011a.pdf
http://bit.ly/S1Dk2L
http://www.uvm.edu
http://www.uvm.edu/pdodds

	Pollyanna Principle
	English is happy
	10 languages
	Extras
	Corpora
	Text parsing
	Corpus generation
	References

