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Culturomics:
exclude proper nouns (fig. S4) and compound

words (“whalewatching”). Even accounting for

these factors,we foundmanyundocumentedwords,

such as “aridification” (the process by which a geo-

graphic region becomes dry), “slenthem” (a musical

instrument), and, appropriately, theword “deletable.”

This gap between dictionaries and the lexicon

results from a balance that every dictionary must

strike: It must be comprehensive enough to be a

useful reference but concise enough to be printed,

shipped, and used. As such, many infrequent

words are omitted. To gauge how well dictio-

naries reflect the lexicon, we ordered our year-2000

lexicon by frequency, divided it into eight deciles

(ranging from 10−9 to 10−8, to 10−2 to 10−1) and

sampled each decile (7). We manually checked

how many sample words were listed in the

Oxford English Dictionary (OED) (12) and in the

Merriam-WebsterUnabridgedDictionary (MWD).

(We excluded proper nouns, because neither the

OED nor MWD lists them.) Both dictionaries

had excellent coverage of high-frequency words

but less coverage for frequencies below 10−6:

67% of words in the 10−9 to 10−8 range were

listed in neither dictionary (Fig. 2B). Consistent

with Zipf’s famous law, a large fraction of the

words in our lexicon (63%) were in this lowest-

frequency bin. As a result, we estimated that 52%

of the English lexicon—themajority of thewords

used in English books—consists of lexical “dark

matter” undocumented in standard references (12).

To keep up with the lexicon, dictionaries are

updated regularly (13). We examined how well

these changes corresponded with changes in ac-

tual usage by studying the 2077 1-gramheadwords

added to AHD4 in 2000. The overall frequency of

these words, such as “buckyball” and “netiquette”,

has soared since 1950: Two-thirds exhibited recent

sharp increases in frequency (>2× from 1950 to

2000) (Fig. 2C). Nevertheless, there was a lag be-

tween lexicographers and the lexicon. Over half

thewords added toAHD4were part of the English

lexicon a century ago (frequency >10−9 from 1890

to 1900). In fact, some newly added words, such

as “gypseous” and “amplidyne”, have already un-

dergone a steep decline in frequency (Fig. 2D).

Not only must lexicographers avoid adding

words that have fallen out of fashion, they must

also weed obsolete words from earlier editions.

This is an imperfect process. We found 2220 ob-

solete 1-gram headwords (“diestock”, “alkales-

cent”) in AHD4. Their mean frequency declined

throughout the 20th century and dipped below

10−9 decades ago (Fig. 2D, inset).

Our results suggest that culturomic tools will

aid lexicographers in at least two ways: (i) find-

ing low-frequencywords that they do not list, and

(ii) providing accurate estimates of current fre-

quency trends to reduce the lag between changes

in the lexicon and changes in the dictionary.

The evolution of grammar. Next, we exam-

ined grammatical trends. We studied the English

irregular verbs, a classic model of grammatical

change (14–17). Unlike regular verbs, whose past

tense is generated by adding -ed (jump/jumped),

irregular verbs are conjugated idiosyncratically

(stick/stuck, come/came, get/got) (15).

All irregular verbs coexist with regular com-

petitors (e.g., “strived” and “strove”) that threaten

to supplant them (Fig. 2E and fig. S5). High-

frequency irregulars, which are more readily

remembered, hold their ground better. For in-

stance, we found “found” (frequency: 5 × 10−4)

200,000 timesmore often thanwe finded “finded.”

In contrast, “dwelt” (frequency: 1 × 10−5) dwelt in

our data only 60 times as often as “dwelled”

dwelled. We defined a verb’s “regularity” as the

percentage of instances in the past tense (i.e., the

sum of “drived”, “drove”, and “driven”) in which

the regular form is used.Most irregulars have been

stable for the past 200 years, but 16% underwent

a change in regularity of 10% or more (Fig. 2F).

These changes occurred slowly: It took 200

years for our fastest-moving verb (“chide”) to go

from 10% to 90%. Otherwise, each trajectory

was sui generis; we observed no characteristic

shape. For instance, a few verbs, such as “spill”,

regularized at a constant speed, but others, such

as “thrive” and “dig”, transitioned in fits and starts

(7). In some cases, the trajectory suggested a rea-

son for the trend. For example,with “sped/speeded”

the shift in meaning from “to move rapidly” and

toward “to exceed the legal limit” appears to have

been the driving cause (Fig. 2G).

Six verbs (burn, chide, smell, spell, spill, and

thrive) regularized between 1800 and 2000 (Fig.

2F). Four are remnants of a now-defunct phono-

logical process that used -t instead of -ed; they are

members of a pack of irregulars that survived by

virtue of similarity (bend/bent, build/built, burn/

burnt, learn/learnt, lend/lent, rend/rent, send/sent,

smell/smelt, spell/spelt, spill/spilt, and spoil/spoilt).

Verbs have been defecting from this coalition for

centuries (wend/went, pen/pent, gird/girt, geld/

gelt, and gild/gilt all blend/blent into the domi-

nant -ed rule). Culturomic analysis reveals that

the collapse of this alliance has been the most

significant driver of regularization in the past

200 years. The regularization of burnt, smelt, spelt,

and spilt originated in the United States; the

forms still cling to life in British English (Fig. 2,

E and F). But the -t irregulars may be doomed in

England too. Each year, a population the size of

Cambridge adopts “burned” in lieu of “burnt”.

Fig.1.Culturomic analy-
ses studymillions of books
at once. (A) Top row: Au-
thors have been writing
for millennia; ~129 mil-
lion book editions have
been published since the
adventof theprintingpress
(upper left). Second row:
Libraries and publishing
houses provide books to
Google for scanning (mid-
dle left). Over 15million
bookshavebeendigitized.
Third row: Each book is
associatedwithmetadata.
Fivemillionbooks are cho-
senforcomputationalanal-
ysis (bottom left). Bottom
row:A culturomic time line
shows the frequency of
“apple” in English books
over time (1800–2000).
(B) Usage frequency of
“slavery”. The Civil War (1861–1865) and the civil rights movement (1955–1968) are highlighted in red. The number in the upper left (1e-4 = 10–4) is the unit
of frequency. (C) Usage frequency over time for “the Great War” (blue), “World War I” (green), and “World War II” (red).
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“Quantitative analysis of culture using millions of digitized
books”
Michel et al.,
Science Magazine, 331, 176–182, 2011. [1]
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 http://www.culturomics.org/ and Google Books ngram viewer

Barney Rubble:
Characterizing the Google Books corpus:

Strong limits to inferences of socio-cultural and linguistic evolution

Eitan Adam Pechenick,1, ∗ Christopher M. Danforth,1, † and Peter Sheridan Dodds1, ‡

1 Computational Story Lab, Vermont Complex Systems Center, Vermont Advanced Computing Core,

& the Department of Mathematics and Statistics, University of Vermont, Burlington, VT, 05401

(Dated: March 27, 2017)

It is tempting to treat frequency trends from the Google Books data sets as indicators of the
“true” popularity of various words and phrases. Doing so allows us to draw quantitatively strong
conclusions about the evolution of cultural perception of a given topic, such as time or gender.
However, the Google Books corpus suffers from a number of limitations which make it an obscure
mask of cultural popularity. A primary issue is that the corpus is in effect a library, containing
one of each book. A single, prolific author is thereby able to noticeably insert new phrases into the
Google Books lexicon, whether the author is widely read or not. With this understood, the Google
Books corpus remains an important data set to be considered more lexicon-like than text-like. Here,
we show that a distinct problematic feature arises from the inclusion of scientific texts, which have
become an increasingly substantive portion of the corpus throughout the 1900s. The result is a surge
of phrases typical to academic articles but less common in general, such as references to time in the
form of citations. We use information theoretic methods to highlight these dynamics by examining
and comparing major contributions via a divergence measure of English data sets between decades
in the period 1800–2000. We find that only the English Fiction data set from the second version
of the corpus is not heavily affected by professional texts. Overall, our findings call into question
the vast majority of existing claims drawn from the Google Books corpus, and point to the need to
fully characterize the dynamics of the corpus before using these data sets to draw broad conclusions
about cultural and linguistic evolution.

PACS numbers:

I. INTRODUCTION

T
he Google Books data set is captivating both for its
availability and its incredible size. The first ver-

sion of the data set, published in 2009, incorporates
over 5 million books [1]. These are, in turn, a subset
selected for quality of optical character recognition and
metadata—e.g., dates of publication—from 15 million
digitized books, largely provided by university libraries.
These 5 million books contain over half a trillion words,
361 billion of which are in English. Along with sep-
arate data sets for American English, British English,
and English Fiction; the first version also includes Span-
ish, French, German, Russian, Chinese, and Hebrew data
sets. The second version, published in 2012 [2], contains
8 million books with half a trillion words in English alone,
and also includes books in Italian. The contents of the
sampled books are split into case-sensitive n-grams which
are typically blocks of text separated into n = 1, . . . , 5
pieces by whitespace—e.g., “I” is a 1-gram, and “I am”
is a 2-gram

A central if subtle and deceptive feature of the Google
Books corpus, and for others composed in a similar fash-
ion, is that the corpus is a reflection of a library in which
only one of each book is available. Ideally, we would be

∗Electronic address: eitan.pechenick@uvm.edu
†Electronic address: chris.danforth@uvm.edu
‡Electronic address: peter.dodds@uvm.edu

able to apply different popularity filters to the corpus.
For example, we could ask to have n-gram frequencies
adjusted according to book sales in the UK, library usage
data in the US, or how often each page in each book is
read on Amazon’s Kindle service (all over defined periods
of time). Evidently, incorporating popularity in any use-
ful fashion would be an extremely difficult undertaking
on the part of Google.

We are left with the fact that the Google Books library
has ultimately been furnished by the efforts and choic-
es of authors, editors, and publishing houses, who col-
lectively aim to anticipate or dictate what people will
read. This adds a further distancing from “true culture”
as the ability to predict cultural success is often rendered
fundamentally impossible due to social influence process-
es [3]—we have one seed for each tree but no view of the
real forest that will emerge.

We therefore observe that the Google Books corpus
encodes only a small-scale kind of popularity: how often
n-grams appear in a library with all books given (in prin-
ciple) equal importance and tied to their year of publi-
cation (new editions and reprints allow some books to
appear more than once). The corpus is thus more akin
to a lexicon for a collection of texts, rather than the col-
lection itself. But problematically, because Google Books
n-grams do have frequency of usage associated with them
based on this small-scale popularity, the data set readily
conveys an illusion of large-scale cultural popularity. An
n-gram which declines in usage frequency over time may
in fact become more often read by a particular demo-
graphic focused on a specific genre of books. For exam-
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Censorship (okayish)
Fig. 4. Culturomics can be used to
detect censorship. (A) Usage frequen-
cy of “Marc Chagall” in German (red)
as compared to English (blue). (B)
Suppression of Leon Trotsky (blue),
Grigory Zinoviev (green), and Lev
Kamenev (red) in Russian texts,
with noteworthy events indicated:
Trotsky’s assassination (blue arrow),
Zinoviev and Kamenev executed
(red arrow), the Great Purge (red
highlight), and perestroika (gray ar-
row). (C) The 1976 and 1989 Tianan-
men Square incidents both led to
elevated discussion in English texts
(scale shown on the right). Response
to the 1989 incident is largely ab-
sent inChinese texts (blue, scale shown
on the left), suggesting government
censorship. (D) While the Holly-
wood Ten were blacklisted (red
highlight) from U.S. movie studios,
their fame declined (median: thick
gray line). None of them were cred-
ited in a film until 1960’s (aptly
named) Exodus. (E) Artists and writ-
ers in various disciplines were sup-
pressed by the Nazi regime (red
highlight). In contrast, theNazis them-
selves (thick red line) exhibited a
strong fame peak during the war
years. (F) Distribution of suppres-
sion indices for both English (blue)
andGerman (red) for the period from
1933–1945. Three victims of Nazi
suppression are highlighted at left
(red arrows). Inset: Calculation of
the suppression index for “Henri
Matisse”.
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Danger Will Robinson

A B

C D

(Search for “cherrypicking”)
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Seriously, Danger Will Robinson
E F

G H

Fig. 5. Culturomics provides quantitative evidence for scholars in many fields. (A) Historical epi-
demiology: “influenza” is shown in blue; the Russian, Spanish, and Asian flu epidemics are highlighted.
(B) History of the Civil War. (C) Comparative history. (D) Gender studies. (E and F) History of science. (G)
Historical gastronomy. (H) History of religion: “God”.
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Characterizing the Google Books corpus:

Strong limits to inferences of socio-cultural and linguistic evolution

Eitan Adam Pechenick,1, ∗ Christopher M. Danforth,1, † and Peter Sheridan Dodds1, ‡

1 Computational Story Lab, Vermont Complex Systems Center, Vermont Advanced Computing Core,

& the Department of Mathematics and Statistics, University of Vermont, Burlington, VT, 05401

(Dated: March 27, 2017)

It is tempting to treat frequency trends from the Google Books data sets as indicators of the
“true” popularity of various words and phrases. Doing so allows us to draw quantitatively strong
conclusions about the evolution of cultural perception of a given topic, such as time or gender.
However, the Google Books corpus suffers from a number of limitations which make it an obscure
mask of cultural popularity. A primary issue is that the corpus is in effect a library, containing
one of each book. A single, prolific author is thereby able to noticeably insert new phrases into the
Google Books lexicon, whether the author is widely read or not. With this understood, the Google
Books corpus remains an important data set to be considered more lexicon-like than text-like. Here,
we show that a distinct problematic feature arises from the inclusion of scientific texts, which have
become an increasingly substantive portion of the corpus throughout the 1900s. The result is a surge
of phrases typical to academic articles but less common in general, such as references to time in the
form of citations. We use information theoretic methods to highlight these dynamics by examining
and comparing major contributions via a divergence measure of English data sets between decades
in the period 1800–2000. We find that only the English Fiction data set from the second version
of the corpus is not heavily affected by professional texts. Overall, our findings call into question
the vast majority of existing claims drawn from the Google Books corpus, and point to the need to
fully characterize the dynamics of the corpus before using these data sets to draw broad conclusions
about cultural and linguistic evolution.

PACS numbers:

I. INTRODUCTION

T
he Google Books data set is captivating both for its
availability and its incredible size. The first ver-

sion of the data set, published in 2009, incorporates
over 5 million books [1]. These are, in turn, a subset
selected for quality of optical character recognition and
metadata—e.g., dates of publication—from 15 million
digitized books, largely provided by university libraries.
These 5 million books contain over half a trillion words,
361 billion of which are in English. Along with sep-
arate data sets for American English, British English,
and English Fiction; the first version also includes Span-
ish, French, German, Russian, Chinese, and Hebrew data
sets. The second version, published in 2012 [2], contains
8 million books with half a trillion words in English alone,
and also includes books in Italian. The contents of the
sampled books are split into case-sensitive n-grams which
are typically blocks of text separated into n = 1, . . . , 5
pieces by whitespace—e.g., “I” is a 1-gram, and “I am”
is a 2-gram

A central if subtle and deceptive feature of the Google
Books corpus, and for others composed in a similar fash-
ion, is that the corpus is a reflection of a library in which
only one of each book is available. Ideally, we would be

∗Electronic address: eitan.pechenick@uvm.edu
†Electronic address: chris.danforth@uvm.edu
‡Electronic address: peter.dodds@uvm.edu

able to apply different popularity filters to the corpus.
For example, we could ask to have n-gram frequencies
adjusted according to book sales in the UK, library usage
data in the US, or how often each page in each book is
read on Amazon’s Kindle service (all over defined periods
of time). Evidently, incorporating popularity in any use-
ful fashion would be an extremely difficult undertaking
on the part of Google.

We are left with the fact that the Google Books library
has ultimately been furnished by the efforts and choic-
es of authors, editors, and publishing houses, who col-
lectively aim to anticipate or dictate what people will
read. This adds a further distancing from “true culture”
as the ability to predict cultural success is often rendered
fundamentally impossible due to social influence process-
es [3]—we have one seed for each tree but no view of the
real forest that will emerge.

We therefore observe that the Google Books corpus
encodes only a small-scale kind of popularity: how often
n-grams appear in a library with all books given (in prin-
ciple) equal importance and tied to their year of publi-
cation (new editions and reprints allow some books to
appear more than once). The corpus is thus more akin
to a lexicon for a collection of texts, rather than the col-
lection itself. But problematically, because Google Books
n-grams do have frequency of usage associated with them
based on this small-scale popularity, the data set readily
conveys an illusion of large-scale cultural popularity. An
n-gram which declines in usage frequency over time may
in fact become more often read by a particular demo-
graphic focused on a specific genre of books. For exam-
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Strong limits to inferences of socio-cultural and
linguistic evolution”
Pechenick, Danforth, and Dodds,
PLoS ONE, 10, e0137041, 2015. [2]
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Press:
 New York Times: Google Books: A Complex and

Controversial Experiment by Stephen Heyman
(October 28, 2015)

 Future Tense, slate.com: Is Google Books Leading
Researchers Astray? by Jacob Brogan (October
14, 2015)

 wired.com: The pitfalls of using Google Ngram to
study language by Sarah Zhang (October 12,
2015)

 discovery.com Can Google Books Really Tell Us
About Cultural Evolution? by Neuroskeptic
(October 10, 2015)
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Volume of “words”—exponential growth
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 Two data sets: Version 1 (2009, around 4% of all
books published) and Version 2 (2012)

 Intitial version: Around 4% of all published books.
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Total 1-gram counts in English datasets
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Trouble at Mill, 1/2:
Every book gets one vote:
 Equally important:

“Harry Potter and the Sorcerer’s Stone”
by J. K. Rowling (1998). [3]

“Microwave Cooking for One”
by Marie Smith (1999). [4]

 New editions, revisions, reprintings give very
modest bump.
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Trouble at Mill, 2/2:

Lord of the Rings is fading away:

 Search for Frodo, Gandalf in English Fiction,
2012.

 English Fiction = fiction + literary criticism.
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Trouble at Mill, 2/2:
Google Books inhaled a lot of Science:
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Kullback-Leibler divergence:
Given two distributions 𝑃 and 𝑄 over 𝑁 categories
(e.g., 1-grams):𝐷𝐾𝐿(𝑃 || 𝑄) = 𝑁∑𝑖=1 𝑝𝑖log2 𝑝𝑖𝑞𝑖 ,
 Average number of extra bits required to encode

a system with true distribution 𝑃 under the belief
that the true distribution is 𝑄.

 Not symmetric.
 Can go kablooey—happens if any 𝑞𝑖 = 0.
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Jensen-Shannon divergence:𝐷JS(𝑃 || 𝑄) = 12 (𝐷𝐾𝐿(𝑃 ||𝑀) + 𝐷𝐾𝐿(𝑄||𝑀)) ,
 𝑀 = 12(𝑃 + 𝑄) is the mixed distribution of 𝑃 and 𝑄.
 Symmetric, finite, square root is a metric.
 Rewrite:𝐷JS(𝑃 || 𝑄) = 𝐻(𝑀) − 12 (𝐻(𝑃 ) + 𝐻(𝑄))
 Use per word contribution to the JSD to make

shifts:𝐷JS,𝑖(𝑃 || 𝑄) = −𝑚𝑖log2𝑚𝑖 + 12 (𝑝𝑖log2𝑝𝑖 + 𝑞𝑖log2𝑞𝑖)
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JSD between 1880 and 1800–2000:
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Contributions are counted for all words appearing
above a 10−5 threshold in a given year; for the dashed
curves, the threshold is 10−4.
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JSD between years:
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year) base-10 logarithms of JSD, corresponding to
off-diagonals. For the solid curves, contributions are
counted for all words appearing above a 10−5 threshold in a
given year; for the dashed curves, the threshold is 10−4.
Divergences between consecutive years typically decline
through the mid-19th century, remain relatively steady until
the mid-20th century, then continue to decline gradually
over time.
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Lanny Budd, Upton Sinclair’s forgotten
hero
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Representative of a more general shift:
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More Science:
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Science drives the memory story:
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E. Fiction

“God is dying”—Google Books

nytimes.com/2018/10/13/opinion/sunday/talk-god-sprituality-christian.html

theweek.com/articles/791795/death-sacred-speech
(2018-09-10)

The book to sell: Learning to Speak God from Scratch: Why
Sacred Words Are Vanishing–and How We Can Revive
Them

“God feels fine!” —Also Google Books
Language Log goodness:
 Lexico-cultural decay?

http://languagelog.ldc.upenn.edu/nll/?p=40222
Mark Liberman
Architecture would appear to be failing with
relative decreases in: stairway, foundation, roof,
eaves, arch, cornice.

 “More on trends in the Google ngrams corpus”
http://languagelog.ldc.upenn.edu/nll/?p=40349
Mark Liberman, again
“God talk” words have all been going up after
2000.

We fight the good fight with a (towering) Twitter
thread, an essential tool of science:
https://twitter.com/compstorylab/status/1052708929795497990
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Wikipedia’s entry on Google ngrams:

 Ref. 14 = Pechenick et al. [2]
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Shell of the nut:

 First issue: Google Books has the appearance of
cultural popularity.

 But it’s really a representation of a quasi-lexicon.
 Depopularizing: Each book appears once (in

principle).
 But natural unevenness of Zipf distribution for

words gives veneer of popularity.
 Second issue: Inclusion of massive amounts of

scientific literature makes a mess.
 Upshot: Google Books needs a lot more metadata.
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http://languagelog.ldc.upenn.edu/nll/?p=40349
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