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Dynamic networks: Server security

.
Serving one html page with an image:
..

.

▶ Map of system calls made by a Linux server
running Apache and Windows server running IIS.
Which is which?

Taken from http://www.visualcomplexity.com, 2006
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How universal is human conceptual structure? The way concepts

are organized in the human brain may reflect distinct features of

cultural, historical, and environmental background in addition to

properties universal to human cognition. Semantics, or meaning

expressed through language, provides indirect access to the un-

derlying conceptual structure, but meaning is notoriously difficult

to measure, let alone parameterize. Here, we provide an empirical

measure of semantic proximity between concepts using cross-

linguistic dictionaries to translate words to and from languages

carefully selected to be representative of worldwide diversity. These

translations reveal cases where a particular language uses a single

“polysemous” word to express multiple concepts that another lan-

guage represents using distinct words. We use the frequency of such

polysemies linking two concepts as a measure of their semantic

proximity and represent the pattern of these linkages by a weighted

network. This network is highly structured: Certain concepts are far

more prone to polysemy than others, and naturally interpretable

clusters of closely related concepts emerge. Statistical analysis

of the polysemies observed in a subset of the basic vocabulary shows

that these structural properties are consistent across different lan-

guage groups, and largely independent of geography, environment,

and the presence or absence of a literary tradition. The methods

developed here can be applied to any semantic domain to reveal

the extent to which its conceptual structure is, similarly, a universal

attribute of human cognition and language use.

polysemy | human cognition | semantic universals | conceptual structure |
network comparison

The space of concepts expressible in any language is vast. There
has been much debate about whether semantic similarity of

concepts (i.e., the layout of this space) is shared across languages
(1–9). On the one hand, all human beings belong to a single species
characterized by, among other things, a shared set of cognitive
abilities. On the other hand, the 6,000 or so extant human languages
spoken by different societies in different environments across the
globe are extremely diverse (10–12). This diversity reflects accidents
of history as well as adaptations to local environments. Notwith-
standing the vast and multifarious forms of culture and language,
most psychological experiments about semantic universality have
been conducted on members of Western, educated, industrial, rich,
democratic (WEIRD) societies, and it has been questioned whether
the results of such research are valid across all types of societies (13).
The fundamental problem of quantifying the degree to which con-
ceptual structures expressed in language are due to universal prop-
erties of human cognition, as opposed to the particulars of cultural
history or the environment inhabited by a society, remains unresolved.
A resolution of this problem has been hampered by a major

methodological difficulty. Linguistic meaning is an abstract construct
that needs to be inferred indirectly from observations, and hence is
extremely difficult to measure. This difficulty is even more apparent
in the field of lexical semantics, which deals with how concepts are
expressed by individual words. In this regard, meaning contrasts both
with phonetics, in which instrumental measurement of physical

properties of articulation and acoustics is relatively straightforward,
and with grammatical structure, for which there is general agreement
on a number of basic units of analysis (14). Much lexical semantic
analysis relies on linguists’ introspection, and the multifaceted di-
mensions of meaning currently lack a formal characterization. To
address our primary question, it is necessary to develop an empirical
method to characterize the space of concepts.
We arrive at such a measure by noting that translations uncover

the alternate ways that languages partition meanings into words.
Many words are polysemous (i.e., they have more than one
meaning); thus, they refer to multiple concepts to the extent that
these meanings or senses can be individuated (15). Translations
uncover instances of polysemy where two or more concepts are
fundamentally different enough to receive distinct words in some
languages, yet similar enough to share a common word in other
languages. The frequency with which two concepts share a single
polysemous word in a sample of unrelated languages provides a
measure of semantic similarity between them.
We chose an unbiased sample of 81 languages in a phylogeneti-

cally and geographically stratified way, according to the methods of
typology and universals research (12, 16–18) (SI Appendix, section I).
Our large and diverse sample of languages allows us to avoid the
pitfalls of research based solely on WEIRD societies. Using it, we
can distinguish the empirical patterns we detect in the linguistic data
as contributions arising from universal conceptual structure from
those contributions arising from artifacts of the speakers’ history or
way of life.

Significance

Semantics, or meaning expressed through language, provides in-

direct access to an underlying level of conceptual structure. To

what degree this conceptual structure is universal or is due

to properties of cultural histories, or to the environment inhabited

by a speech community, is still controversial. Meaning is notori-

ously difficult to measure, let alone parameterize, for quantitative

comparative studies. Using cross-linguistic dictionaries across lan-

guages carefully selected as an unbiased sample reflecting the

diversity of human languages, we provide an empirical measure

of semantic relatedness between concepts. Our analysis uncovers

a universal structure underlying the sampled vocabulary across

language groups independent of their phylogenetic relations,

their speakers’ culture, and geographic environment.
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“On the universal structure of human
lexical semantics”
Youn et al.,
Proc. Natl. Acad. Sci., –, –, 2016. [?]

▶ Idea: Connect Swadesh words concepts which
have are linked by polysemous words.▶ 81 languages distributed geographically and
phylogenetically.▶ 22 concepts: stone, earth, sun, mountain, …▶ Method: translate concept terms into a language
and back, finding which terms are linked by back
translation.▶ Online site to explore here:
http://hyoun.me/language/.
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Fig. 1. Schematic figure of the construction of semantic networks. (A) Bipartite

semantic network constructed through translation (links from the first layer to the

second layer) and back-translation (links from the second layer to the third layer)

for the cases of MOON and SUN in two American languages: Coast Tsimshian (red

links) and Lakhota (blue links). We write the starting concepts from the Swadesh

list (SUN, MOON) in capital letters, whereas other concepts that arise through

translation (month, heat) are in written in lowercase letters. (B) We link each pair

of concepts with a weight equal to the number of translation–back-translation

paths. (C) Resulting weighted graph. More methodological information can be

found in SI Appendix, section II.
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Fig. 2. Semantic network inferred from polysemy data. Concepts are linked when polysemous words cover both concepts. Swadesh words (the starting

concepts) are capitalized. The size of a node and the width of a link to another node are proportional to the number of polysemies associated with the

concept and with the two connected concepts, respectively. Links whose weights are at least 2 are shown, and their directions are omitted for simplicity. The

thick link from SKY to heaven, for example, shows that a large number of words in various languages have both SKY and heaven as meanings. Three distinct

clusters, colored in red, blue, and yellow, are identified. These clusters may indicate a set of relationships among concepts that reflects a universal human

conceptual structure in these domains.
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