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Aggregation:

� Random walks represent additive aggregation
� Mechanism: Random addition and subtraction
� Compare across realizations, no competition.
� Next: Random Additive/Copying Processes involving

Competition.
� Widespread: Words, Cities, the Web, Wealth, Productivity

(Lotka), Popularity (Books, People, ...)
� Competing mechanisms (trickiness)
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Pre-Zipf’s law observations of Zipf’s law

� 1910s: Word frequency examined re Stenography� (or
shorthand or brachygraphy or tachygraphy), Jean-Baptiste
Estoup� [6].

� 1910s: Felix Auerbach� pointed out the Zipfitude of city
sizes in
“Das Gesetz der Bevölkerungskonzentration”
(“The Law of Population Concentration”) [1].

� 1924: G. Udny Yule [15]:
# Species per Genus (offers first theoretical mechanism)

� 1926: Lotka [9]:
# Scientific papers per author (Lotka’s law)
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Theoretical Work of Yore:

� 1949: Zipf’s “Human Behaviour and the Principle of
Least-Effort” is published. [16]

� 1953: Mandelbrot [10]:
Optimality argument for Zipf’s law; focus on language.

� 1955: Herbert Simon [14, 16]:
Zipf’s law for word frequency, city size, income, publications,
and species per genus.

� 1965/1976: Derek de Solla Price [4, 13]:
Network of Scientific Citations.

� 1999: Barabasi and Albert [2]:
TheWorldWideWeb, networks-at-large.
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Herbert Simon� (1916–2001):

� Political scientist (and much more)
� Involved in Cognitive Psychology, Computer Science, Public

Administration, Economics, Management, Sociology
� Coined ‘bounded rationality’ and ‘satisficing’
� Nearly 1000 publications (see Google Scholar�)
� An early leader in Artificial Intelligence, Information

Processing, Decision-Making, Problem-Solving, Attention
Economics, Organization Theory, Complex Systems, And
Computer Simulation Of Scientific Discovery.

� 1978 Nobel Laureate in Economics
(his Nobel bio is here�).
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Essential Extract of a GrowthModel:

RandomCompetitive Replication (RCR):
1. Start with 1 elephant (or element) of a particular flavor at

𝑡 = 1
2. At time 𝑡 = 2, 3, 4, …, add a new elephant in one of two

ways:
� With probability 𝜌, create a new elephant with a new flavor

=Mutation/Innovation

� With probability 1 − 𝜌, randomly choose from all existing
elephants, and make a copy.
= Replication/Imitation

� Elephants of the same flavor form a group
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RandomCompetitive Replication:

Example: Words appearing in a language
� Consider words as they appear sequentially.
� With probability 𝜌, the next word has not previously appeared

=Mutation/Innovation

� With probability 1 − 𝜌, randomly choose one word from all
words that have come before, and reuse this word
= Replication/Imitation

Note: This is a terrible way to write a novel.
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For example:
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Some observations:
� Fundamental Rich-get-Richer story;
� Competition for replication between individual elephants is

random;
� Competition for growth between groups of matching

elephants is not random;
� Selection on groups is biased by size;
� Random selection sounds easy;
� Possible that no great knowledge of system needed (but more

later ...).

Your free set of tofu knives:
� Related to Pólya’s UrnModel�, a special case of problems

involving urns and colored balls�.
� Sampling with super-duper replacement and sneaky sneaking

in of new colors.
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RandomCompetitive Replication:

Some observations:
� Steady growth of system: +1 elephant per unit time.
� Steady growth of distinct flavors at rate 𝜌
� We can incorporate

1. Elephant elimination
2. Elephants moving between groups
3. Variable innovation rate 𝜌
4. Different selection based on group size

(But mechanism for selection is not as simple...)
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“The Self-Organizing Economy”��
by Paul Krugman (1996). [8]

Ch. 3: An UrbanMystery, p. 46
“…Simon showed—in a completely impenetrable exposition!—that
the exponent of the power law distribution should be …”1, 2

1Krugman’s book was handed to the Deliverator by a certain Álvaro Cartea�
many years ago at the Santa Fe Institute Summer School.

2Let’s use𝜋 for probability because𝜋’s not special, right guys?
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RandomCompetitive Replication:

Definitions:
� 𝑘𝑖 = size of a group 𝑖
� 𝑁𝑘,𝑡 = # groups containing 𝑘 elephants at time 𝑡.

Basic question: How does𝑁𝑘,𝑡 evolve with time?

First: ∑
𝑘

𝑘𝑁𝑘,𝑡 = 𝑡 = number of elephants at time 𝑡
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RandomCompetitive Replication:

𝑃𝑘(𝑡) = Probability of choosing an elephant that belongs to a
group of size 𝑘:
� 𝑁𝑘,𝑡 size 𝑘 groups
� ⇒ 𝑘𝑁𝑘,𝑡 elephants in size 𝑘 groups
� 𝑡 elephants overall

𝑃𝑘(𝑡) =
𝑘𝑁𝑘,𝑡

𝑡
.
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RandomCompetitive Replication:

𝑁𝑘,𝑡, the number of groups with 𝑘 elephants, changes at time
𝑡 if
1. An elephant belonging to a group with 𝑘 elephants is

replicated:
𝑁𝑘,𝑡+1 = 𝑁𝑘,𝑡 − 1
Happens with probability (1 − 𝜌)𝑘𝑁𝑘,𝑡/𝑡

2. An elephant belonging to a group with 𝑘 − 1 elephants is
replicated:
𝑁𝑘,𝑡+1 = 𝑁𝑘,𝑡 + 1
Happens with probability (1 − 𝜌)(𝑘 − 1)𝑁𝑘−1,𝑡/𝑡
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RandomCompetitive Replication:

Special case for𝑁1,𝑡:
1. The new elephant is a new flavor:

𝑁1,𝑡+1 = 𝑁1,𝑡 + 1
Happens with probability 𝜌

2. A unique elephant is replicated:
𝑁1,𝑡+1 = 𝑁1,𝑡 − 1
Happens with probability (1 − 𝜌)𝑁1,𝑡/𝑡
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RandomCompetitive Replication:

Putting everything together:
For 𝑘 > 1:

⟨𝑁𝑘,𝑡+1 − 𝑁𝑘,𝑡⟩ = (1−𝜌) ((+1)(𝑘 − 1)
𝑁𝑘−1,𝑡

𝑡
+ (−1)𝑘

𝑁𝑘,𝑡

𝑡
)

For 𝑘 = 1:

⟨𝑁1,𝑡+1 − 𝑁1,𝑡⟩ = (+1)𝜌 + (−1)(1 − 𝜌)1 ⋅
𝑁1,𝑡

𝑡
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RandomCompetitive Replication:

Assume distribution stabilizes: 𝑁𝑘,𝑡 = 𝑛𝑘𝑡
(Reasonable for 𝑡 large)

� Drop expectations
� Numbers of elephants now fractional
� Okay over large time scales

� For later: the fraction of groups that have size 𝑘 is 𝑛𝑘/𝜌 since

𝑁𝑘,𝑡

𝜌𝑡
= 𝑛𝑘 �𝑡

𝜌�𝑡
= 𝑛𝑘

𝜌
.
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RandomCompetitive Replication:
Stochastic difference equation:

⟨𝑁𝑘,𝑡+1 − 𝑁𝑘,𝑡⟩ = (1 − 𝜌) ((𝑘 − 1)
𝑁𝑘−1,𝑡

𝑡
− 𝑘

𝑁𝑘,𝑡

𝑡
)

becomes

𝑛𝑘(𝑡 + 1) − 𝑛𝑘𝑡 = (1 − 𝜌) ((𝑘 − 1)𝑛𝑘−1𝑡
𝑡

− 𝑘𝑛𝑘𝑡
𝑡

)

𝑛𝑘(�𝑡 + 1 − �𝑡) = (1 − 𝜌) ((𝑘 − 1)𝑛𝑘−1 �𝑡
�𝑡

− 𝑘𝑛𝑘 �𝑡
�𝑡

)

⇒ 𝑛𝑘 = (1 − 𝜌) ((𝑘 − 1)𝑛𝑘−1 − 𝑘𝑛𝑘)

⇒ 𝑛𝑘 (1 + (1 − 𝜌)𝑘) = (1 − 𝜌)(𝑘 − 1)𝑛𝑘−1
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RandomCompetitive Replication:
We have a simple recursion:

𝑛𝑘
𝑛𝑘−1

= (𝑘 − 1)(1 − 𝜌)
1 + (1 − 𝜌)𝑘

� Interested in 𝑘 large (the tail of the distribution)
� Can be solved exactly.

Insert assignment question�
� For just the tail: Expand as a series of powers of 1/𝑘

Insert assignment question�
We (okay, you) find

𝑛𝑘 ∝ 𝑘− (2−𝜌)
(1−𝜌) = 𝑘−𝛾

𝛾 = (2 − 𝜌)
(1 − 𝜌)

= 1 + 1
(1 − 𝜌)
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� Micro-to-Macro story with 𝜌 and 𝛾measurable.

𝛾 = (2 − 𝜌)
(1 − 𝜌)

= 1 + 1
(1 − 𝜌)

� Observe 2 < 𝛾 < ∞ for 0 < 𝜌 < 1.
� For 𝜌 ≃ 0 (low innovation rate):

𝛾 ≃ 2

� ‘Wild’ power-law size distribution of group sizes, bordering
on ‘infinite’ mean.

� For 𝜌 ≃ 1 (high innovation rate):

𝛾 ≃ ∞

� All elephants have different flavors.
� Upshot: Tunable mechanism producing a family of

universality classes.
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� Recall size-ranking law: 𝑠𝑟 ∼ 𝑟−𝛼

(𝑠𝑟 = size of the 𝑟th largest group of elephants)
� We found 𝛼 = 1/(𝛾 − 1) so:

𝛼 = 1
𝛾 − 1

= 1
�1 + 1

(1−𝜌) − �1
= 1 − 𝜌.

� 𝛾 = 2 corresponds to 𝛼 = 1
� We (roughly) see Zipfian exponent [16] of 𝛼 = 1 for many real

systems: city sizes, word distributions, ...
� Corresponds to 𝜌 → 0, low innovation.
� Still, other quite different mechanisms are possible...
� Must look at the details to see if mechanismmakes sense...

more later.
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What about small 𝑘?:
We had one other equation:
�

⟨𝑁1,𝑡+1 − 𝑁1,𝑡⟩ = 𝜌 − (1 − 𝜌)1 ⋅
𝑁1,𝑡

𝑡
� As before, set𝑁1,𝑡 = 𝑛1𝑡 and drop expectations
�

𝑛1(𝑡 + 1) − 𝑛1𝑡 = 𝜌 − (1 − 𝜌)1 ⋅ 𝑛1𝑡
𝑡

�

𝑛1 = 𝜌 − (1 − 𝜌)𝑛1

� Rearrange:
𝑛1 + (1 − 𝜌)𝑛1 = 𝜌

�

𝑛1 = 𝜌
2 − 𝜌
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So... 𝑁1,𝑡 = 𝑛1𝑡 = 𝜌𝑡
2 − 𝜌

� Recall number of distinct elephants = 𝜌𝑡.
� Fraction of distinct elephants that are unique (belong to

groups of size 1):

1
𝜌𝑡

𝑁1,𝑡 = 1
��𝜌𝑡

��𝜌𝑡
2 − 𝜌

= 1
2 − 𝜌

(also = fraction of groups of size 1)
� For 𝜌 small, fraction of unique elephants∼ 1/2
� Roughly observed for real distributions
� 𝜌 increases, fraction increases
� Can show fraction of groups with two elephants∼ 1/6
� Model works well for large and small 𝑘 #awesome
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Words:

From Simon [14]:
Estimate 𝜌est = # unique words/# all words

For Joyce’s Ulysses: 𝜌est ≃ 0.115

𝑁1 (real) 𝑁1 (est) 𝑁2 (real) 𝑁2 (est)
16,432 15,850 4,776 4,870
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Evolution of catch phrases:

� Yule’s paper (1924) [15]:
“A mathematical theory of evolution, based on the
conclusions of Dr J. C. Willis, F.R.S.”

� Simon’s paper (1955) [14]:
“On a class of skew distribution functions” (snore)

From Simon’s introduction:
It is the purpose of this paper to analyse a class of distribution
functions that appear in a wide range of empirical
data—particularly data describing sociological, biological and
economic phenomena.
Its appearance is so frequent, and the phenomena so diverse, that
one is led to conjecture that if these phenomena have any property
in common it can only be a similarity in the structure of the
underlying probability mechanisms.
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Evolution of catch phrases:

Derek de Solla Price:
� First to study network evolution with these kinds of models.
� Citation network of scientific papers
� Price’s term: Cumulative Advantage
� Idea: papers receive new citations with probability

proportional to their existing # of citations
� Directed network
� Two (surmountable) problems:

1. New papers have no citations
2. Selection mechanism is more complicated
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Evolution of catch phrases:

Robert K. Merton: the Matthew Effect�

� Studied careers of scientists and found credit flowed
disproportionately to the already famous

From the Gospel of Matthew:
“For to every one that hath shall be given...
(Wait! There’s more....)
but from him that hath not, that also which he seemeth to
have shall be taken away.
And cast the worthless servant into the outer darkness; there
men will weep and gnash their teeth.”

� (Hath = suggested unit of purchasing power.)
� Matilda effect:�women’s scientific achievements are often

overlooked
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Evolution of catch phrases:

Merton was a catchphrase machine:
1. Self-fulfilling prophecy
2. Role model
3. Unintended (or unanticipated) consequences
4. Focused interview→ focus group
5. Obliteration by incorporation� (includes above examples

fromMerton himself)
And just to be clear...

Merton’s son, Robert C. Merton, won the Nobel Prize for
Economics in 1997.
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Evolution of catch phrases:

� Barabasi and Albert [2]—thinking about the Web
� Independent reinvention of a version of Simon and Price’s

theory for networks
� Another term: “Preferential Attachment”
� Considered undirected networks (not realistic but avoids 0

citation problem)
� Still have selection problem based on size (non-random)
� Solution: Randomly connect to a node (easy) …
� …and then randomly connect to the node’s friends (also easy)
� “Scale-free networks” = food on the table for physicists
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Another analytic approach: [5]

� Focus on how the 𝑛th arriving group typically grows.
� Analysis gives:

𝑆𝑛,𝑡 ∼ {
1

Γ(2−𝜌) [1
𝑡 ]−(1−𝜌) = Γ(2 − 𝜌) [ 𝑡

1 ]+(1−𝜌) for 𝑛 = 1,
𝜌1−𝜌 [𝑛−1

𝑡 ]−(1−𝜌) = [ 𝑡
𝑛−1 ]+(1−𝜌) for 𝑛 ≥ 2.

� First mover is a factor 1/𝜌 greater than expected.
� Because 𝜌 is usually close to 0, the first element is truly an

elephant in the room.
� Appears that this has been missed for 60 years …
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Simon’s fundamental rich-get-richer model entails a dominant first-mover advantage
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Herbert Simon’s classic rich-get-richer model is one of the simplest empirically supported mechanisms capable
of generating heavy-tail size distributions for complex systems. Simon argued analytically that a population of
flavored elements growing by either adding a novel element or randomly replicating an existing one would
afford a distribution of group sizes with a power-law tail. Here, we show that, in fact, Simon’s model does not
produce a simple power-law size distribution as the initial element has a dominant first-mover advantage, and
will be overrepresented by a factor proportional to the inverse of the innovation probability. The first group’s
size discrepancy cannot be explained away as a transient of the model, and may therefore be many orders of
magnitude greater than expected. We demonstrate how Simon’s analysis was correct but incomplete, and expand
our alternate analysis to quantify the variability of long term rankings for all groups. We find that the expected
time for a first replication is infinite, and show how an incipient group must break the mechanism to improve
their odds of success. We present an example of citation counts for a specific field that demonstrates a first-mover
advantage consistent with our revised view of the rich-get-richer mechanism. Our findings call for a reexamination
of preceding work invoking Simon’s model and provide an expanded understanding going forward.

DOI: 10.1103/PhysRevE.95.052301

I. INTRODUCTION

Across the spectrum of natural and constructed phenomena,
descriptions of the architecture and dynamical behavior of
complex systems repeatedly involve heavy-tailed distributions.
For systems involving components of variable size S, many
bear size distributions with power-law decays of the form
P(S) ∼ S−γ [1,2]: word usage frequency in language [3–5],
the number of species per genus [1,6], citation numbers for
scientific papers [7,8], node degree in networks [9–12], firm
sizes [13], and the extent of system failures such as forest fires
[14,15]. These size distributions are often alternately cast in
the form of a Zipf distribution [3] with components ordered by
decreasing size and Sr ∼ r−α where r (= 1,2, . . .) is the size
rank and α = 1/(γ − 1) [16].

Elucidating and understanding the most essential dynamical
models leading to power-law size distributions is an essential
task. While the mechanisms giving rise to such distributions
are diverse, they generally involve growth and replication.

In his famous 1955 paper on skewed distributions [1],
Simon built on classical urn model theory to show that a
simple, single parameter, rich-get-richer mechanism could
lead a growing population to produce a pure power-law size
distribution of groups of elements of matching type [17].
Simon’s model is governed by an innovation probability
ρ which Simon argued controls the group size distribution
exponent as γ = 1 + 1/(1 − ρ) and, equivalently, the Zipf’s
law exponent as α = 1 − ρ (we rederive these results as part
of our analysis in Sec. III).

Simon’s model has endured because it is at once a boiled-
down, easy-to-understand toy model representative of a large

*peter.dodds@uvm.edu

class of rich-get-richer mechanisms, and yet it is also a
model that has a remarkable ability to capture the essential
growth dynamics of disparate, real-world complex systems.
While not without controversy, particularly for language
[18–26], Simon’s micro-to-macro link between the separately
measurable innovation rate and power-law scaling for system
component size distribution has been observed to roughly hold
for word counts in books [1], citation counts in scientific
literature [10,27,28], the early growth of the Web [11], and
the development of software such as the Linux kernel [29].

Rich-get-richer models adjacent to Simon’s model have
been employed to characterize the essential features of many
kinds of systems such as the emergence of novelties [30,31].
Arguably the most profound role of rich-get-richer mech-
anisms has been uncovered in complex networks. Simon’s
model is the explicit core of Price’s cumulative advantage
mechanism for the growth of citation networks in scientific
literature [7,8]. A modified version of Simon’s model is also
at the heart of the independently discovered growing network
model of preferential attachment due to the field-starting work
of Barabási and Albert [9].

Here, we show analytically and through simulations that Si-
mon’s analysis, for all its successes, was strikingly incomplete:
The initial group enjoys a profound “first-mover advantage”
on the order of the inverse of the innovation probability, 1/ρ.
This is not a small correction to a long established theory.
As the innovation probability is typically less than 0.1 and
often much closer to 0 [2,3,5,11,29,32], the initial group’s size
may be orders of magnitude greater than would be consistent
with a simple power law. Nor, as we will show, can the first
group be dismissed as a transient or as a kind of null group
and not part of the system. Indeed, we provide evidence from
scientific citation data that a first-mover advantage manifested
by Simon’s model is a real phenomenon.

2470-0045/2017/95(5)/052301(7) 052301-1 ©2017 American Physical Society

“Simon’s fundamental rich-get-richer model entails a
dominant first-mover advantage”�
Dodds et al.,
Physical Review E, 95, 052301, 2017. [5]

A. ρ = 0.1 B. ρ = 0.01 C. ρ = 0.001 D. ρ = 0.0001
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� See visualization at paper’s online app-endices�
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Alternate analysis:
� Evolution of the 𝑛th arriving group’s size:

⟨𝑆𝑛,𝑡+1 − 𝑆𝑛,𝑡⟩ = (1 − 𝜌𝑡) ⋅
𝑆𝑛,𝑡

𝑡
⋅ (+1).

� For 𝑡 ≥ 𝑡init𝑛 , fix 𝜌𝑡 = 𝜌 and shift 𝑡 to 𝑡 − 1:

𝑆𝑛,𝑡 = [1 + (1 − 𝜌)
𝑡 − 1

] 𝑆𝑛,𝑡−1.

where 𝑆𝑛,𝑡init𝑛
= 1.
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Betafication ensues:

𝑆𝑛,𝑡 = [1 + (1 − 𝜌)
𝑡 − 1

] [1 + (1 − 𝜌)
𝑡 − 2

] ⋯ [1 + (1 − 𝜌)
𝑡init𝑛

] ⋅ 1

= [𝑡 + 1 − 𝜌
𝑡 − 1

] [𝑡 − 𝜌
𝑡 − 2

] ⋯ [𝑡init𝑛 + 1 − 𝜌
𝑡init𝑛

]

= Γ(𝑡 + 1 − 𝜌)Γ(𝑡init𝑛 )
Γ(𝑡init𝑛 + 1 − 𝜌)Γ(𝑡)

= Β(𝑡init𝑛 , 1 − 𝜌)
Β(𝑡, 1 − 𝜌)

.
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The first mover is really different:
� The issue is 𝑡init𝑛 in

𝑆𝑛,𝑡 = Β(𝑡init𝑛 , 1 − 𝜌)
Β(𝑡, 1 − 𝜌)

� For 𝑛 ≥ 2 and 𝜌 ≪ 1, the 𝑛th group typically arrives at
𝑡init𝑛 ≃ [𝑛−1

𝜌 ]

� But 𝑡init1 = 1 and the scaling is distinct in form.
� Simon missed the first mover by working on the size

distribution.
� Contribution to 𝑃𝑘,𝑡 of the first element vanishes as 𝑡 → ∞.
� Note: Does not apply to Barabási-Albert model.
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Variability:
� The probability that the 𝑛th arriving group, if of size

𝑆𝑛,𝑡 = 𝑘 at time 𝑡, first replicates at time 𝑡 + 𝜏:

Pr(𝑆𝑛,𝑡+𝜏 = 𝑘 + 1 | 𝑆𝑛,𝑡+𝑖 = 𝑘 for 𝑖 = 0, … , 𝜏 − 1)

=
𝜏−1
∏
𝑖=0

[1 − (1 − 𝜌) 𝑘
𝑡 + 𝑖

] ⋅ (1 − 𝜌) 𝑘
𝑡 + 𝜏

= 𝑘 𝐵(𝜏, 𝑡)
𝐵 (𝜏, 𝑡 − (1 − 𝜌))

1 − 𝜌
𝑡 + 𝜏

∝ 𝜏−(1−𝜌)𝑘

𝑡 + 𝜏
∼ 𝜏−(2−𝜌)𝑘.

� Upshot: 𝑛th arriving group starting at size 1 will on average
wait for an infinite time to replicate.
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Related papers:

reduceAk to the form of the shifted linear kernelk1w, with
w5@(12r)/r#215(1/r)22. Thus we can merely tran-
scribe our results about the GN with the shifted linear kernel
to determine the degree distribution for the GNR model.
Amusingly, for r51/2, the GNR model is identical to the
GN with the purely linear kernel. In general, the degree dis-
tribution in the R model is a power law with exponentn
5111/r, which can be tuned to any value larger than 2.
This exponent value was first obtained in Simon’s original
paper@32#, but in a rather different context, by employing an
approach which is similar to ours.

IV. AGE DISTRIBUTION

In addition to the distribution of degree, we studywhen
connections occur in the GN. This provides a deeper under-
standing of the overall development of growing networks.
Naively, we expect that older nodes will be better connected,
and this can be quantified by categorizing nodes both by
their degree and age. It should be emphasized that the GN
doesnot have explicit aging, in which the connection prob-
ability depends on the age of the target node; this feature is
treated in Ref.@26#. Instead, we merely extend the categori-
zation of the nodes to include their age as well as their de-
gree.

A. Linear connection kernel

Let ck(t,a) be the average number of nodes of agea
which havek21 incoming links at timet. Here agea means
that the node was introduced at timet2a. That is, we are
now resolving each node both by its degree and its age. The
resulting joint age-degree distribution is simply related to the
degree distribution throughNk(t)5*0

t dack(t,a). The joint
distribution evolves according to

S ]

]t
1

]

]a D ck5

Ak21ck212Akck

A~ t !
1dk1d~a !. ~19!

The second term on the left accounts for the aging of nodes,
and the probability of connecting to a given node again de-
pends only on its degree and not on its age.

We start by considering the linear attachment kernelAk
5k, and focus on the long-time asymptotic behavior. Then
we can disregard the initial condition and writeA(t)
[M 1(t)52t. This transforms Eqs.~19! into

S ]

]t
1

]

]a D ck5

~k21!ck212kck

2t
1dk1d~a !. ~20!

The homogeneous form of this equation implies that a solu-
tion should be self-similar. Thus we seek a solution as a
function of thesingle variablea/t rather than two separate
variables. Thus we write

ck~ t,a !5 f k~x ! with x512

a

t
. ~21!

This turns the partial differential equation~20! into the ordi-
nary differential equation

22x
d f k

dx
5~k21! f k212k f k . ~22!

We have omitted the delta function term, since it merely
provides the boundary conditionck(t,a50)5dk1, or

f k~1!5dk1 . ~23!

The solution to this boundary-value problem may be sim-
plified by assuming an exponential solutionf k5Fwk21; this
is consistent with the boundary condition, provided that
F(1)51 andw(1)50. The above ansatz reduces the infi-
nite set of rate equations@Eq. ~22!# into two elementary dif-
ferential equations forw(x) andF(x), whose solutions are
w(x)512Ax andF(x)5Ax. In terms of the original vari-
ables ofa and t, the joint age-degree distribution is then

ck~ t,a !5A12

a

t H 12A12

a

t J
k21

. ~24!

Thus the degree distribution for nodes of fixed age decays
exponentially with degree, with a characteristic degree which
diverges aŝk&;(12a/t)21/2 for a→t. As expected, young
nodes~those with a/t→0) typically have a small degree,
while old nodes have a large degree~Fig. 4!. It is the slow
decay of the degree distribution for old nodes which ulti-
mately leads to a power-law degree distribution when this
joint age-degree distribution is integrated over all ages to
give Nk(t).

B. General connection kernels

Let us now consider a GN with a connection kernel which
grows either linearly or more slowly withk. Ansatz~21! still
is valid, so that the distributionf k evolves according to

2mx
d f k

dx
5Ak21f k212Ak f k . ~25!

We now solve Eq.~25!, subject to the boundary condition
~23!, and withm determined from Eq.~4!. Let us first replace
x by X52m21lnx, which reduces the left-hand side of Eq.

FIG. 4. Age-dependent degree distribution for the GN for the
linear attachment kernel. Low-degree nodes tend to be relatively
young, while high-degree nodes are old. The inset shows detail for
a/t>0.98.
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The effect of the initial network configuration on preferential
attachment

Y. Berset and M. Medoa

Department of Physics, Fribourg University, 1700 Fribourg, Switzerland

May 2, 2013

Abstract. The classical preferential attachment model is sensitive to the choice of the initial configuration
of the network. As the number of initial nodes and their degree grow, so does the time needed for an
equilibrium degree distribution to be established. We study this phenomenon, provide estimates of the
equilibration time, and characterize the degree distribution cutoff observed at finite times. When the initial
network is dense and exceeds a certain small size, there is no equilibration and a suitable statistical test can
always discern the produced degree distribution from the equilibrium one. As a by-product, the weighted
Kolmogorov-Smirnov statistic is demonstrated to be more suitable for statistical analysis of power-law
distributions with cutoff when the data is ample.
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1 Introduction

The preferential attachment (PA) model proposed by Ba-
rabási and Albert is a network growth model where new
nodes gradually appear and connect to existing nodes with
probability proportional to the target node’s degree [1]
(other frequently-used synonyms for this mechanism are
rich-get-richer and cumulative advantage). Although not
the first of its kind [2], PA became popular for its simplic-
ity and for producing a stationary power-law degree dis-
tribution which makes it a good candidate for modeling a
wide range of real systems where heavy-tailed degree dis-
tributions are often observed [3, Ch. 3]. The model helped
to initiate the young field of complex networks [3,4,5] and
it has been subsequently much studied and generalized
(see in particular [6, Ch. 8] for an overview of analytical
approaches to its solution and generalizations).

Significant evidence for preferential attachment has
been found in various real datasets [7,8,9] but some im-
portant deviations have been reported too [10,11], mainly
in relation with the strong time bias of the model which
causes that high degree nodes (the heavy tail) are almost
exclusively those that were introduced in the early stage
of the network’s evolution. In the original PA model, if
the network growth starts with two connected nodes (a
so-called dyadic initial condition) and every new node cre-
ates one link, a node introduced at time step i has at time
t expected degree

√

t/i which decreases fast with i. (Since
the distribution of nodes is uniform in i, this relation can
be used to derive the well-known 1/k3 degree distribution
in an especially simple way.) The drawback of time bias

a matus.medo@unifr.ch

has been eliminated only recently by a model [12] where
aging of nodes makes it possible also for late introduced
nodes to gain a significant number of links. Various other
models of growing networks with aging of nodes exist and
differ in their scope and behavior [13,14].

As networks rarely grow from a single starting node,
we investigate the influence of an initial network of nodes
on the original PA model. How is the stationary degree dis-
tribution formed and what is its functional form? To this
end, we first show that if the degree of nodes in the initial
network is greater than a certain threshold value (which
we find to be approximately 3), the initial nodes do not
become part of the eventual power-law degree distribution
of the network. To assess the approaching of the degree
distribution of newly added nodes to a power-law form,
we propose three quantities of interest and study their
evolution with time. This leads to estimates of the distri-
bution’s equilibration time which are then interpreted in
the context of the quantities used to obtain them.

When performing the goodness-of-fit of the network
degree distributions, we find a divergence between results
obtained with the Kolmogorov-Smirnov statistic used for
statistical tests of power-law distributions in [15] and those
obtained with the weighted Kolmogorov-Smirnov statistic
introduced in [16]. We show that this difference is due to
a cutoff of the network degree distributions and investi-
gate the behavior and shape of this cutoff under various
conditions. Our results reveal high sensitivity of the PA
model to the initial network configuration which, to our
best knowledge, has not been reported previously. Fur-
thermore, significant differences exist between the ability
of the standard and weighted Kolmogorov-Smirnov statis-
tic to detect a power-law cutoff in empirical data. Note

“The effect of the initial network configuration on
preferential attachment”�
Berset andMedo,
The European Physical Journal B, 86, 1–7, 2013. [3]
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� Any one simulation shows a high amount of disorder.
� Two orders of magnitude variation in possible rank.
� Rank ordering creates a smooth Zipf distribution.
� Size distribution for the 𝑛th arriving group show exponential

decay.
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Self-referential citation data:
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More mattering:

Rich-get-richerness in social contagion:
� We love to rank everyone, everything: Top 𝑛 lists.
� People, wealth, sports, music, movies, books, schools, cities,

countries, dogs (13/10)�, …
� Gameable: payola�, astroturfing�, sockpuppetry�, John

Barron� (the sockpuppet hype man�), …
� Black-box ranking algorithms make ranking opaque.
� Black boxes are gameable but takes money and commensurate

skill.
� Black box algorithms can make things spread rampantly.1

� No “regramming” is a positive feature of Instagram (also:
Pratchett the Cat�)

� What if a healthier Facebook is just … Instagram?�
(hahahhaaha)

1“With great power comes great responsibility.” –S. Man.
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